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ABSTRACT

Sottware development is a complex process. Computer Science students progress
through their degree programs and enter industry so that they may contribute to the
software development endeavor. In industry. software engineers work on a variety ot
projects with varving complexity. While the tyvpes of projects vary. the size and
complexity of the projects is greater than the small group projects developed in
mandatory undergraduate Software Engineering courses. While the small group project.
consisting ot a team of 4 to 3 students. 1s intended to be a small version of a “real-world™
project. discrepancies are evident that impact the real-world experience. A primary
aspect of a small group project s that the tnstructor minimizes the likelithood that
students’ projects will fail at an early stage. Dunng the requirements elicitation activity
where students ask the instructor (the customer) questions. students expect that the
instructor will provide correct information. Due to course restrictions. Requirements
Analyvsis and Requirements Validation activities are conducted in a limited tashion. In
the area of Change Management. students do not respond to the customer's feedback with
the addition or revision of requirements in the svstem after delivery. Projects in industry
do not provide such assurances.

In order to provide students with a more realistic opportunity to explore the
software development lifecyvcle. this dissertation describes a simulator that provides
undergraduate Software Engineering students with the Requirements Engineering
krowledge and skills normally acquired while working on a large project. The simulator
and the underlying model. based on Syvstem Dynamics Modeling. is intended for use in

the undergraduate Software Engineenng classroom. As the use of this research is to

1
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enhance instruction. the hyvpothesis was tested whereby students. enrolled in an
introductory course. using the simulator can increase their level of understanding. based
on Bloom’s Taxonomy. of the Requirements Analvsis and Specification activities utilized

in a long-term project.
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Chapter 1. Introduction
1.1 Overview

The purpose of the undergraduate Software Engineering course is to provide
undergraduate Computer Science and Computer Systems Engineering students (at
Arnzona State University) with the skills and knowledge needed to enable them to
successfully participate in the software development process in industry. While the
techniques used in industry may not be identical to those used in class. the overall
litecvele and activities are essentially the same. In class students are provided the
opportunity to apply their newly acquired knowledge and skills in a small team project
that lasts the majonty of the semester. The project encompasses the Requirements phase
through the Testing phase using the Watertall process model. While the opportunity is
provided. gaps are present that do not allow students to apply a varety of techniques in
the same activity or to experience the interaction with customers in a more realistic
manner than is currently accomplished via the instructor (and customer).

The objective of this research is to define and evaluate a model to provide
undergraduate Software Engineering students with the knowledge and skills normally
acquired while working on a large project. The model 1s based on System Dynamics
Modeling (Abdel-Hamid & Madnick. 1991) and a large project simulator. intended for
use in the undergraduate Software Engineering classroom. The use of the research to
enhance instruction calls tor an additional hypothesis. where the student who uses the
simulator can better understand the Requirements Analysis and Specification activities in

a long-term project.
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1.2 Statement of the Problem

Software development is a complex process. Computer Science students progress
through their degree programs and enter industry so that they mayv contribute to the
software development endeavor. In industry. software engineers work on a variety of
projects with varving complexity. While the types of projects varies. the size and
complexity of the projects is greater than the small group projects that students develop
while enrolled in the required undergraduate Software Engineering course at Arizona
State University (and at many other universities). While the small group project consists
of a team of 4 10 5 students is intended to be a small version of a ““real world™ project.
discrepancies are evident that impact the real world experience.

The pnimary aspect of a small group project is that the instructor minimizes the
likelthood that students’ projects will fail at an early stage. During the requirements
elicitation activity where students ask the instructor (the customer) questions. students
expect that the instructor will provide correct information. In industry, customers may
not always know the answers to developers’ questions or may provide vague or
incomplete answers unintentionally. In order to compensate for the compressed nature of
a semester course and for the fact that students are learning Software Engineering
concepts. instructors generally offer more complete answers quickly. Instructors want
their students to develop a timely project and will not offer them such real world
experience as to intentionally prolong the requirements analysis process. Students also
recelve projects that the instructor believes can be completed by the students in the course

timeframe. Resource allocation and scheduling in industry are not so certain. Instructors
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are biased towards the students’ instructional needs and nightly so. but this does affect
the impact ot the project mirroring industry.

Other issues that affect the impact of a small group project include the process
model used. the size of the development team. inconsistency of individual expenence. the
missing Maintenance phase. and time. While a variety of process models are presented in
lecture. the pnmary model that is tollowed dunng the project is the Waterfall model.
Students do not have the ability to experience other process models that are used in
industry duc to time constraints. Since the small group project is a mimaturized version
of a project. devised for a team of about 5 students. students do not expenence a large
project in a large team. The management issues and communication overhead associated
with larger teams 1s lost to students in small group projects. In addition larger teams can
have a vanety ot structure and roles that members have whereas most student teams
contain members with similar experience. Students also lose the opportunity to work
with a domain expert or specialist while the instructor presents the foundation matenal.
and students in the team do some research. Time constraints and limited access to

resources does not allow for domain experts to directly work with student teams for the

duration of the project or even during the Requirements phase.

1.3 Proposed Solution to the Problem
In order to address the shortcomings of the use of a small group project and
lecture. a large project simulator is proposed that addresses some key areas that are
currently absent from the Software Engineering curriculum. Issues including areas as

requirements management for a large project. requirements analysis. and the roles that
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4
stakeholders play in development are not presented adequately so that the students may

appreciate the tasks and activities required to produce a set of requirements that lay the
toundation tor the project. By not allowing students to succeed or fail in a more realistic
manner. students may not learn the importance ot the concepts and their relationship to
the development process to the extent that instructors could provide tor. The scope of the
project is shown in Table 1 using the Simulation Charactenzation Grid (Kellnet.
Madachy & Ratto. 1999). The purpose of the gnd is to enable researchers to present the
scope and objectives ot their simulation among the vanous aspects of development and

perspectives of development that exist.

Table 1

Characterization Matrix tfor Simulation

Scope  Portion  Development  Multiple  Long-term  Long-term
of Project Concurrent  Product  Organization
Litecvele Projects  Evolution

Purpose
Strategic
Management
Planning
Control and
Operational
Management
Process
Improvement
and Technology
Adoption
Understanding

Training and SN Future Work | DR Future Work
Learning i

The scope of this simulation is shaded in black in Table 1. while the areas for

tuture work are shaded gray. The simulation of the various aspects of a large project can
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enable students to have a higher level of understanding of the tasks themselves. the roles
of the tasks in the project as a whole (including over multiple increments). and the need
for the tasks in the Requirements phase.

In order to address the need to enhance students” exposure to the best practices in
a large software project. this research proposes a model and a simulation that can be
utilized in the undergraduate Software Engineering classroom. Specifically. the main
objective of this research is to:

Define and evaluate a model to provide undergraduate Software Engineenng students
with the knowledge and skills normally acquired while working on a large project.

This research has resulted in a sitmulation based on the System Dynamics Model that
presents the consequences and impact of the choices that students make in a vanety of
processes and tasks during the Requirements phase. While the Requirements phase 1s
emphasized. the entire development lifecyvcle. including maintenance. is represented to
some extent. The model 1s modular - allowing the addition of more concepts in future
and to allow customization by the course instructor. The model was transformed into a
large project simulation for students to use while enrolled 1n an Introduction to Software
Engineening or equivalent course. Students can use the simulation to expenment and
learn from mustakes. Dunng the course of the simulation and in the report at the end of
the project. students can see how thetr decisions affect the project’s quality. schedule. and
cost.

As the model. and subsequent simulator. is intended as part of the instruction

process an additional hvpothesis s presented:
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HI:  Undergraduate students using the simulator will increase their level of
understanding. based on Bloom's Taxonomy. of the Requirements Analysis and
Specitication activities utilized in a long-term project to a greater extent than with
a traditional course without a simulator.

The hypothesis serves as the ultimate test of the overall objective. The results of the
hypothesis assess the impact of the lessons learned by the students. Given that the
students can better understand Requirements Analysis and Specification activities more
effectively than if the simulator had not been used. they can camry the lessons leamed on
1o their subsequent projects. The assessment method is outlined in Chapter 5.

The expected results are for students to have a significantly greater understanding
of the importance of requirements analysis and specification activities when the simulator

1s integrated into a course with a small group project.

1.4 Research Contributions

This research 1s intended to make an addition to research in three distinct ways.
The modeling of the Requirements phase of a project using System Dynamics Modeling
enables the modeling technique to be applied 1o a new area of development. The model
can then be used to produce a simulator that covers several aspects of development.
Second. the project simulator itself is a unique product to be used in the classroom or in
training environments. Utilizing the model as the foundation. the simulation is highly
interactive in order to engage the students with the various activities in the context of a

large project. Third. in order to test the effectiveness of the model and simulator. the test
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of the hypothesis is also a significant contribution to Software Engineening education.
Besides instruction in the best practices in Software Engineenng. specifically
Requirements Engineering. enables students to better understand the concepts. their
purpose. and reasoning behind it. As such. the importance of using an effective large
project simulator to measure this may motivate researchers to find new ways to simulate
the development process for the classroom.

The immediate use ot the simulator is for use as a supplemental aid to lecture
material. While the importance of conducting requirements analysis and specification
activities is discussed in class and students are required to traverse through a variety of
activities during the course of their small group project. the simulator provides an
opportunity that can be more realistic than the project. The simulator retntorces the role
that the activities play in a large project in industry in ways the lecture and a small group

project cannot present.  Advantages to using a simulator include the following:

e (Consequences of student decisions can include fatlure.

e Datferent process models can be experimented w ith. which time could never allow
otherwise.

e Students needs to ask questions and respond to customer feedback in a formal setting
in several iterations. which cannot be fully explored in class.

e A larger project can be used with a larger team than the student team could consist of.

e Feedback can be displaved on a continuous basis. allowing the student to adjust his or

her strategy dunng the vanous activities.
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e The maintenance phase can be portraved. including the possibility for multiple
increments. The course could not accommodate this phase.

e The simulator can offer some consistency in the development experience that the
group project cannot offer. while introducing enough varnety to offer differing
experiences to a large group of students.

e A wider vanety of domains. increased scope and complexity can be portraved than a
course project could accommodate.

e Risks can come true in the simulator. which may not happen during the course of a
course project.

e A simulated customer could mislead the student or offer a vague response. whereas
the course tnstructor would not mislead the student. The student trusts that the course

instructor would not provide incorrect information.

As such. students can better understand and appreciate the need for Requirements
Engineenny activities as they proceed to industry.

Bevond the uniqueness of simulating the Requirements phase. the simulator does
not merely lead the student through the process. but instead 1s a means through which the
student can be a part of the whole process. By participating in the project the students
needs to make decisions and to live with the decisions made. Through this expenence.
the students can make the lessons learned by their success and failure (the consequences
of their actions) meaningful when compared to merely reading about the best practices or

escaping from situations not encountered in the team project.
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1.5 Why Requirements Engineering?

The Requirements phase has been selected by the author since 1t 1s often
overlooked in Software Engineenng research though it is critical to a project’s success.
In regards to Software Engineering education spectifically. the author feels that students
do not appreciate the requirement elicitation activities (among others) enough to take it
serniously during the course project. The instructor guides the students along. especially
since the students are new to the project as a whole. and so the understunding of the
requirements engineering phase 1s inadequate for the majority ot students. The author
teels that by emphasizing requirements engineenng in the simulation. the students are
more likely to notice the importance of the activities and best practices than what happens
in the normal course of the project (and the course.. The context of the large. complex.
project. where quality, schedule. and cost are ongoing concems. the student can get more
realistic consequences to their decisions. Since such a project requires interaction with
varted stakeholders. the student better understands the importance of working with

stakcholders besides just the instructor as oracle.

1.6 Orgunization of Dissertation
Chapter 2 presents the background information regarding the Bloom’s Taxonomy.
the Software Engineening Body of Knowledge. systems dynamics modeling. related
work. and the use of simulation in the Computer Science classroom. These topics

provide the foundation for the development of the instructional goals. selection of the
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topics. the selection of the simulation approach. and the application of the research
respectively. Chapter 3 presents the requirements of the simulation and underlving
syvstem dynamics model. Chapter 4 describes the structure of the simulator and the
methodology used to develop the system dynamics model and the simulation interface
software. Chapter § descnibes the case study. the evaluation of the simulation in the
undergraduate Software Engineering course. Chapter 6 presents the conclusions and

future work that result trom the research.
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Chapter 2. Background
Introduction

The objective of this chapter is to provide background information regarding the
technical and educational matenal related to the research. specifically Bloom's
Taxonomy. the Software Engineering Body of Knowledge. systems dynamics modeling.
and the use of simulation in the Software Engineering. Section 2.1 presents Bloom's
Taxonomy. Section 2.2 discusses the Software Engineering Bodv of Knowledge.
Section 2.3 provides the basics of System Dynamics Modeling and the rationale for it’s
application to the research. Section 2.4 presents the use of simulation in the Software
Engincenny classroom and 1n industry. Section 2.5 provides a summary of these topics

as they relate to the research.

2.1 Bloom's Tuxonomy

During the mid-twentieth century. Benjamin Bloom led a movement to develop a
classification of educational objectives. Three domains were identified. the Cognitive
Domain. the Affective Domain. and the Psychomotor Domain. The Cognitive Domain.
dealing with the development of knowledge. inteilectual attitudes and skills. is
represented as a hierarchy of educational objectives known as Bloom's Taxonomy
(Carmeson. Delpierre & Masters, 2001). The taxonomy partitions various objectives into
a spectrum representing simple skills to complex knowledge. The levels of the taxonomy
are shown in Table 2. where Knowledge is the lowest level and Evaluation is the highest

level of skill competence.
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Table 2

Bloom'’s Taxonomy (Counseling Services of the University of Victoria. n.d.)

Level of Competence

Skills Demonstrated

Knowledge

Observation and recall of information.
Knowledge of dates. events. places. major ideas,

Masterv of subject matter

Comprehension

Understanding of information.

Grasp meaning.

Translate knowledge into new context.
Interpret facts.

Compare and contrast facts.

Order. group. and infer causes.

Predict consequences

Application

Use information.
Use methods. concepts. theones in new situations.

Solve problems usiny required skills or knowledge

Analvsis

Seeing patterns.
Organization of parts.
Recognition of hidden meanings.

Identification of components

Syvnthesis

Use old ideas to create new ones.
Generalize from given facts.
Relate knowledge from several areas,

Predict. draw conclusions

Evaluation

Compare and discriminate between 1deas.

Assess value of theories and presentations.
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Make choices based on reasoned argument.
Venfy value of evidence.

Recognize subjectivity

Each level in the hierarchy has charactenstics that present the extent of
knowledge or skill that is expected upon successful completion of the lesson. The
Knowledge level 1s represents the recollection or identification of facts or other matenal.
At this level. n> deep analvsis is required. The Comprehension level also represents a
basic level of knowledge. but this level requires some understanding of the matenal
where some estimation or interpretation is required. The third level of competence. the
Application level. represents the use of the learned matenal (1.¢. rules. concepts) in new
contexts. At this fevel. the learner 1s required to do more with the information than just
understand 1t. but to applv it. The Analysis level represents the ability of the learner to
not just apply the learned matenal as a whole. but to break it down and understand 1ts
parts and structure. This level of understanding goes bevond application. as the system.
its parts and the relationships between its parts are understood. Synthesis is the ability to
put components together to form a new syvstem. Such construction is not always
concrete. but can be in various forms including that of communication. Rather than
understanding the system that is presented. the learner can use his or her deeper
understanding of the parts and relationships to develop a new system to apply the
understanding to a new situation or context. The highest level of competence is
Evaluation. where the learner can assess the value of matenal for a given purpose. At

this level, the skills developed in the previous levels are applied as well and are applied
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14
consciously for a specific purpose. A summary of the skills demonstrated for each

level in Bloom's Taxonomy is presented in Table 2.

Although work has continued in this area since it's introduction. Bloom's
Taxonomy is a popular means of developing instructional objectives and assessment
devices to meet those objectives. As mentioned in Section 2.3, the SWEBOK uses
Bloom's Taxonomy to represent the level of knowledge and skill expected 1n the
Know ledge Areas. In addition. the educational goals for the different topics addressed in

the model and simulation utilize the labels presented here.

2.2 The Software Engineering Bodv of Knowledge Project
The Sottware Engineering Body of Knowledge Project (SWEBOK) is an effort by
the iEEE Computer Society to develop a guide to the subset of generally accepted
Know ledge that defines the Software Engineering profession (IEEE Computer Society.
n.d.). The aim of the project is not to define the body of knowledge itself or to dictate the
curmicula for university programs. However such a guide can assist in the development of
curricula. accreditation criteria. and in the licensing of software engineers. The goals of

the Guide to the Software Engineenng Body of Knowledge are to:

e Charactenze the contents of the Software Engineering Body of Knowledge:
e Provide topical access to the Software Engineering Body of Knowledge:

¢ Promote a consistent view of software engineering woridwide:
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e Clanfy the place of and set the boundary of sottware engineering with respect to
other disciplines such as Computer Science. Project Management. Computer
Engineenng. and Mathematics:

e Provide a foundation for curnculum development and individual centification and

licensing matenal. (IEEE Computer Society. n.d.)

The project consists of three phases: Strawman. Stoneman. and Ironman. The
overall timeline for the entire project is in Figure 1. The Strawman phase is completed
and resulted in a guide presenting the Knowledge Areas and Related Disciplines. The
purpose of this Strawman phase was also to bring together the disciphine in order to move
the project forward. The Stoneman phase 1s near completion. The Stoneman version of
the guide organizes the body of knowledge into Knowledge Areas. a list of topics
relevant to the matenals tor each Knowledge Area and a list of Related Disciplines. as
shown in Table 3 (Bourque & Dupuis. 1999). The ten currently identified Knowledge
Arcas. and the topics that comprise them. are regarded as core knowledge. The
Know ledge that software engineers need to know from related disciplines is not specified
in the Guide. but is left to the other working groups. The Ironman phase has enabled
experimentation and tnal usage of the guide. promotion of the guide. and development of
"performance norms” tor professionals (Abran & Moore, 2000). The effort required to
carry out the project consists of individuals from industry. academia. and standard setting

bodies from all over the world.
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A Three-Phase Approach for
Developing the Guide to the SWEBOK

Stfaw
Man
Version
Stone Man Version
iron Man Version
1998 1999 i 2000 | 2001

Figure 1. Timeline for SWEBOK (Dupuis. Bourque. Abran. Moore. & Tnpp. 1999)
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Table 3

Knowledge Areas and Related Disciplines

Knowledge Areas Software Configuration Management
Software Construction
Software Design
Software Engineenng Infrastructure
Software Engineening Management
Software Engineering Process
Software Evaluation and Maintenance
Software Quality Analysis
Sottware Requirements Analysis

Software Testing
Related Disciplines Cognitive sciences and human factors

Computer engineering

Computer science

Management and management science
Mathematics

Project Management

Systems engineering

The kevs to the Guide are the Knowledge Arcas and the mapping of topics within
them. Each Knowledge Area is organized according to Figure 2. where 1t consists of a

hierarchical breakdown of topics. reference topics. a matnx of the topics and the
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reference matenals. The topics for each Knowledge Area are decomposed and

descnbed. classified according to Vincenti's taxonomy. rated by Bloom's taxonomy. and

reterenced to related disciplines (Bourque & Dupuis. 1999).

L R i
SoaakSOn O 30 reteraral
pelaliefd Mgl i

- .y s P ever ~ ..
TSN 28 SOSTI) SUASRIC
1

Classhicator Rarags Refererces o
L Yincert & t‘ DoIom s olate

IOrOm, 130Ty S Pl ras

Figure 2 The Organization of a Knowledge Area Description (Bourque & Dupuis. 1999)

As ot the current version of the Stoneman Guide (version 0.7), the mapping of
topics to the Knowledge Areas is complete and shown in Appendix A.

While the purpose of the guide is not to dictate curricula, the guide does provide
the topics and depth of know ledge for these topics based on Bloom's taxonomy for a
graduate with four vears of experience (Abran & Moore, 2000). The topics. organized by

Knowledge Area. and the classification according to Bloom's taxonomy can be found in

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



19
Appendix B. This information can provide a base whereby a curriculum can be

designed for an undergraduate software engineering program and undergraduate software
engineenng courses for computer science majors can be reevaluated. A required course
such as Anzona State University's Computer Science Department’s CSE 360 Introduction
to Sottware Engineering course is an example of a course whose topics can be compared
to the topics in SWEBOK's Knowledge Areas. This project takes the Guide to SWEBOK
into consideration so that the course can best take advantage of the Guide and provides a

more useful expenence for students using the simulator as part of instruction.

2.3 Svstem Dvnamics Modeling

Svstem Dynamics Modeling (SDM) was developed at the Massachusetts Institute
of Technology in the late 1950's as a means to model the dvnamic behavior of a system
through the presentation of the cause-effect relationships and feedback loops that are
obscrved in the system (Abdel-Hamid & Madnick. 1991). While SDM is a technique that
has been applied to sottware. it 1s not uniquely applied to software. The model can
portray the multiple layers of cause-effect relationships that exist in real systems.
resulting in teedback loops where entities can obsen ¢ the consequences to the affects
that they cause. Systems dyvnamics models can present the people. processes. and
products in the organization. enabling its application in a variety of systems.

The simplicity of the cause and effect relationships that exist in software
development is evident at the macro and micro levels. A simple example of the
relationships and feedback is evident in scheduling. documentation level. and system

maintainability (see Figure 3). When a developer believes that he. she has fallen behind
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schedule. he she revises his her strategy by decreasing the level of documentation.

This perception and revision in strategy is a cause and effect relationship. where the
perception of falling behind is the cause and the decision to decrease the level of
documentation is the effect. The decrease in the documentation detail and substance
negatively impacts the maintainability of the system: this is another cause and effect
relationship. Due to the short-term savings in time spent on the task of documenting by
the developer. he she believes that their work 1s back on schedule. This shortsighted

strategy is a side effect and is also a feedback loop.

~ Level

System

aintainability

Figure 3 Example of SDM using schedule. documentation. and maintainability

[n this example. the developer observed a schedule problem. took the action of
decreasing the level of documentation. and observed that the project was back on
schedule. In addition. another result emerges (svstem maintainability) that impacts the

schedule and call for further action by the developer.
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These cause and effect relationships and feedback loops enable developers to
observe the consequences of their actions. Sometimes the consequences are immediate
while others surface over a period of time. Even in this simple example. several cause-
etfect relationships work together to model the short and long-term repercussions of a
change in documentation strategy.

Histoncally system dynamics modeling has been utilized in modeling different
aspects of sottware engineering. Abdel-Hamid modeled the overall software
development process (except for requirements engineenng) (Abdel-Hamid & Madnick.
1991). The model was specific to the process utilized at NASA's Goddard Space Flight
Center. Since then others have taken the model and focused on specific areas with
software development. Thus over time. the etfectiveness of utilizing svstem dynamics

modecling to represent various aspects of software engineering is reinforced.

2.4 Educational and Training Simulutions

A simulation can be a usetul instructional model. allowing students to portray
roles. face realistic conditions and develop realistic solutions (Jovce. Wel & Showers.
1992). While the situations are similar to the real world, the elements are simplified and
presented in a controlled format. A positive aspect of simulations is the capacity for
students to learn through the consequences of their actions that may not be able to occur
in the real world. For example flight simulators and driving simulators allow pilots and
drivers to experience their environments in order to leam and be tested for skill mastery.

the alternative would be too expensive and dangerous.
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Simulations can be useful in a vanety ot areas of study. Systems can be
simulated and used to introduce a lesson. deepen students’ understanding as a lesson
progresses. or to provide a real world context for the culmination of a lesson.
Simulations can be used at all levels of education. but in order for the success of the
objectives to be verified the concepts and or skills that need to be mastered by the end of
the simulation need to be identified. If specific roles are needed in order for the
simulation to be conducted. they must also be clearly specified.

While the simulations appear to be self-contained. the instructor has a clearly
defined role. The interactive environment of the simulation does not always produce
clear-cut leaming expenences for the student. In order to make the simulation more
etfective, the instructor needs to explain the tundamental rules. concepts. and issues
raised in the simulation (Jovce, Wel & Showers. 1992). Simulations can take various
forms. but tor this project computer-based simulators will be discussed.

The ticld of Software Engineering has taken the concept of simulators and used
them not merely as a cheap substitute for hardware, but instead as a means of providing
opportunities to work with process in addition to the product. The use of simulators in
Sottware Engineering assists both students and professionals. The Software Engineering
Institute considers simulation to be a useful tool in various areas of development and
training. but in the area of training specifically simulations can “play an important role™
(Chnistie, 1999a). Much work has been done in the area of Project Management (Abdel-
Hamid. 1993: Beagley. 1994; Chichakly, 1993; Smith, Nguven & Vidale, 1993). where
project leaders can use data to make educated decisions. Using System Dynamics

Modeling. Collofello et al have been leading an effort to simulate various aspects of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[
(VY]

Software Project Management (Collofello. 2000: Merril & Collofello. 1997; Rus.
Collofello & Lakey. 1998).

A Software Project Simuiator was developed to provide hands-on experience that
lecture-based instruction only presented (Memil & Collofello. 1997). The simulator was
developed in order to provide a leaming environment to exercise skills where a simulator
would be appropnate. specifically in the planning. tracking and control of a project and
its development. Since the simulator was to supplement a course. lesson plans were
devcloped in order to integrate the use of the simulator appropnately. The simulator was
used by a graduate level project management course at Arizona State University. The
students were surveyed in order to gather data on their management experience and
understanding ot project management concepts. Teams were formed and given the task
of managing a simulated project. Data was provided to the students. including
development process details, product detatls. personnel details. and historical metrics
tfrom past projects. The project had two increments. but the students were responsible for
planning the second increment only. The teams were asked to plan the increment based
on changes to the product requirements and were given guidelines in order to base their
planning strategy. As a class exercise, some teams' plans were selected and run on the
simulator so that the entire class could see how the different plans played out on the
simulator in terms of discovered defects. productivity, and other attributes. Afterwards
the results were discussed and compared to what the team's had expected. After the
exercise. the students were surveyved to assess their leaming and opinions. The students’
learning was assessed in terms of how well the project was planned when compared to

the default project plan data in the areas of cost. cycle time, and quality. All teams were

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



24
shown to have performed better than the default plan in at least one area. While the

simulator is a work in progress. it has been shown to be a useful classroom tool for
applyving project management concepts.

Besides academia. simulators are also useful in industry to assist project managers
in their training and in current projects. A collaborative project between Arizona State
University and Motorola University was conceived to provide a Project Management
training course that utilized a simulator (Collofello. 2000). As in the previously
discussed stmulator. System Dynamics Modeling was also the foundation for the
simulator. The cause and effect relationships portraved via the systems dynamics model.
a vanety of project attributes are presented using flight simulator instrumentation and
data output displavs. Project information is entered in to the simulator. including planned
completion ume. staffing. project complexity. and increment scheduling information.
Once the simulator i1s seeded. output displays show the status of the project in terms of
various attnibutes such as current staff load. elapsed person hours. and schedule pressure
gauge. The student can pause the simulator in order to revise the input parameters. Once
the simulator is resumed. the effects of the revised input data are observed. Durning the
three-day training course students complete exercises in Life Cyvcle Model Companison,
Risk Management. Software Inspections. Cnitical Path Scheduling. and an exercise in
overall project planning and tracking through project completion. The simulator was
used in a class of 16 students at Motorola University. The students found that "the
simulator added to the value of the course.” (Collofello, 2000)

Another simulator can be used as part of a decision support system for specific

attnibutes such as reliability. The simulator can assist project managers select the best
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reliability engineering strategy for their projects (Rus. Collofello & Lakey. 1998). The

simulator uses the System Dynamics Modeling and Discrete Event Modeling Paradigms
as its foundation. The simulator has two parts. an expert system to suggest alternate
scenanos and a simulator where the various scenarios can be evaluated and assessed.

The use of process modeling is used in several areas of professional training and
also for use on the job. By simulating different scenanos. managers can make better
decisions and improve their processes in such areas as resource allocation (Abdel-Hamud.
Sengupta & Hardebeck. 1994). staffing (Sengupta. Abdel-Hamid & Bosley. 1999). and
overall process improvement (Christie. 1999b: Robin. Johnson & Yourdon. 1994).

While much work has been done in using the dvnamic modeling of process. the
performance outcome does not always show improvement. Many managers continue to
make poor decisions when they use the simulator (Sengupta & Abdel-Hamid. 1993:
Sengupta. Abdel-Hamid & Bosley. 1999). Some issue has been taken with the type of
teedback provided to the managers. specitically that the feedback centered on the
outcome rather than cognitive teedback (Sengupta & Abdel-Hamid. 1993). With
outcome feedback the manager does not have an adequate model of the svstem and does
not sce the relations among parts of the model. As such the managers cannot conceive of
the shortcomings in their strategies and thus cannot improve the strategies. In other
words the higher levels of comprehension in Bloom™s Taxonomy are not being attained.
Using cognitive feedback. the manager is provided with the task information and how the
manager's cognitive system fits into the system. (Sengupta & Abdel-Hamid. 1993). The
result 1s that the manager performed better than those provided with the outcome

feedback. As these studies and projects are developed to support decision-making in a
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professional environment. they do not directly relate to the classroom environment

where students have less expenience and resources. However the work done for the
protessional in terms of the importance for providing adequate feedback 1s useful in the
design of the simulator.

Regarding the simulation of Requirements Engineening for any purpose. little
work has been undertaken. A model has been developed that addresses the Joint
Application Development (JAD) process utilized by the Computer Sciences Corporation
for a specitic project (Chnstie & Staley. 2000). This simulation was intended to show
how both the organizational and social issues of requirements development affect the
project in terms of quality and schedule. The model is an ongoing project to model social
interaction in the context of development. The rescarch was a proof-ot-concept
simulation based on a single project for a imited audience. The goal tor the research was
to see if the social of interaction could be modeled (using a real project as the base). The
prnimary out of the simulation was the amount of time needed to compiete the JAD
sessions. While the premise behind the research 1s generally useful. it does not show the
nuances of interaction that this research aims to show. Competence and other factors
were simply numbers. In other words. the student would still be too separated from the
activities involved in requirements engineerng in such a simulation. This research
endeavor is an instructional tool to enable the student to expenment with different
techniques rather than just one as if he or she was actually participating in the project “In
the trenches.™

The use of simulation in requirements validation 1s also evident. however the

simulation is not of the process but the simulation is of the actions of the system itself
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(Chnstie. 1999a). Such simulation is intended for industry. especially for defense
svstems. rather than for training. This research focuses on the relationship between the
requirements engineering process and the quality. cost. and schedule of the product. This
simulation 1s intended for the classroom rather than industry.

Volaulity 1s another area of simulation research (Pfahl & Lebsanft. 2000). The
model was very spectfic in terms of scope. The purpose of the model was to present the
impact of volatile requirements on a project’s schedule and effort. Specifically the aim
was to anaiyvze the amount of money needs to be invested in order to stabilize the
requirements in a cost-effective manner. The model was developed for a Siemens
Business Unit using thetr data at the particular site. Like the previous model. it differs
trom this rescarch n that it 1s more focused in scope and limited to a specific customer
(onc company’).

After extensive research (including the past tour vears of work in the ACM
Special Internet Group for Computer Science Education. Frontiers in Education. and the
American Society for Engineenng Education) no work has been found in the use of

computer stmulation tor Requirements phase activities in the classroom.

2.3 Summany
The matenal presented 1in this chapter directs the focus of the research. The topics
themselves are drawn from the Requirements Engineering key process area within
SWEBOK. Bloom's Taxonomy is needed to ascertain the level of student understanding
in the traditional course (using lecture. text. and project) and in the course with the

simulator. Thus. the assessment questions can be developed at the appropniate levels of
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complexity. The use of the simulator as a means ot supplementing instruction is

justitied. and the application of the simulator to the undergraduate Software Engineering
classroom is unique. In the other project management simulators discussed previously the
student manager 1s often guided through scenanos and allowed to change a variety of
parameters for use in forecasting that would not apply to a requirements situation. The
result for the simulator is one that allows students to leam from the consequences of their
decisions. in the context of Requirements tasks and activities. in order to judge the best
decision based on several cntena and select the best course of action. The systems
dynamics modeling technique 1s appropnate for the research as the technique has proven

to be effective in modeling software development.
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Chapter 3. Simulation and Model Requirements
Introduction

The objective of this chapter is to provide background information regarding the
requirements for the simulation. The focus 1s to detine the scope of the simulation
svstem. Section 3.1 discusses the relevant best practices to be reflected in the system.
Section 3.2 presents the course content that the simulator supplements. Section 3.3
discusses the topics covered in the simulation. Section 3.4 provides a summary of these
topics.

The simulation 1s complex. consisting of several layers which represent the

conceptual breakdown of the simulation. These lavers are presented in Figure 4.

Simulation Interface Interaction Layer
SDM Model = Model Layer
Simulation Assumptions  Assumptions
Simulation Topics Topics

Figure 4 Lavers ot the Simulation

The simulation consists of an interface and a systems dvnamics model. In order
to better understand the contents of the model and the interface. the ongin of the content
needs to be explained. The content. which directs the purpose of the simulation. is
guided by best practices. course content. and the relevant topics for the requirements
engineering area. This chapter will discuss the bottom layer. the origin of the topics

covered in the simulator. This laver serves as the foundation of the overall simulation.
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3.1 Best Practices

While content is a significant feature of the simulator. a more general need for the
simulator exists as well. In order for students to greater appreciate and support the value
for the tasks involved in the Requirements phase. the simulator presents a large project in
a manner allowing students to appreciate the lessons that are presented in lecture for an
undergraduate Software Engineering course. These lessons are those pearls of wisdom
that protessors and experienced developers have shared over the vears that are important
enough to be mentioned during the course’s lecture or reading. Such lessons that are
often read about but cannot be appreciated by merely reading about them. Through the
use of the simulator students have a deeper understanding. This understanding moves
beyvond the Knowledge level to the Comprehension level. the Application level. or the

Analvsis level. of these lessons:

e Spending time in gathering. analvzing. managing requirements is important for
minimizing defects. (Basili & Boehm, 2001)

e Return on investment of time on requirement analvsis and specification is significant.
(Leffingwell. 1996)

e Following a change management process results in fewer changes in requirements
being lost than if no process was followed. (Sommerville, 2001)

e Incomplecteness and ambiguity in requirements is costly. (Gause & Weinberg, 1999)

e Requirements analysis and specification continues bevond the Requirements

phase.(Sommerville. 2001)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



¢ Decaling with the scope of the system earlv is important as software 1s complex.
(Doll. 2001)

¢ Requirements need to be presented in different perspectives in order to minimize
misinterpretation. (Sommerville, 2001)

¢ Non-functional requirements are just as important as functional requirements. and
need to be presented in a precise manner. Non-functional requirements need to be
held to the same standards as other requirements in terms of the need to be clear and
complete {Sommerville, 2001).

¢ Understanding the existing application that is being replaced or extended is needed.
(Ambler. 1999)

e Avoid scope feature creep by defining what will and wil! not be dehivered. (Ambler.
1999)

e At some point you will need to restrict vourself to a realistic set of requirements that
can be delivered. (Ambler. 1999)

e Invoke the real expents (domain and end users). (Ambler. 1999)

e Document the source of each requirement. (Ambler. 1999)

e The difficult part of requirements gathenng is not the act of recording what the users
want: it 1s the exploratory. developmental activity of helping users figure out what
they want. (McConnell, 1998)

e \Miscommunication can occur when the stakeholders and developers "speak different
languages.” Most end users and other stakeholders are not like the developers in
terms ot having business or technical backgrounds or other ways. Developers may

need to change their mental model or perspective. (Leffingwell & Widnig, 2000)
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While these lessons may not be the only ones that exist. they represent those that

are represented in the simulator. Students are given the opportunity to appreciate these

lessons as these “best practices™ are demonstrated in a "real” project - a project that the
students are a part of where real success and failure can happen and lessons can be
learned.

These lessons are the umbrella for the topics and the project that the students
traverse. The consequences of actions allow for students to appreciate the lessons more

so than if they only read about them or heard about them in lecture.

3.2 Course Content
As the simulation is a supplement to the introductory Software Engineering
course. the matenal covered in the course must be presented. The course is similar to
| many introductory Software Engineering courses that are required for Computer Science
majors (and related programs) in terms of the topics covered. The list of topics. based on
departmental objectives. reflecting the satisfaction of accreditation requirements. is listed
in Table 4. These topics are listed in the general order at which they are presented in
class since during the course of the semester some topics are rearranged in order to

accommodate time or needs.
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Table 4

Topics Covered in Introductory Software Engineening Course at Anzona State University

General Knowledge Area Topic

Software Engineering Background  Overview of software life cyvcle models
Ovenview of software development phases

Software teams

Requirements Engineering Importance of requirements
Overview of requirements process
Formal vs. Informal specifications
Requiremems elicitation techniques (e.g.
meetings. Interviewing, obsenvation. use cases)
Requirements documentation approaches (¢.g.
numbered paragraphs. data dictionanes. tables)
Finite state machine specifications
Non-functional requirements
Attnibutes of a good requirements document
Change Management
Requirements reviews

Human Computer Interaction
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Design

Overview of the software design process
Introduction to object-onented design
Design documentation

Design quality measures and heunistics

Design reviews

Testing

Ovenview of software verification and vahdation
approaches

Black box testing techniques

White box testing techniques

Integration testing

System testing

Regression testing

Project Management

Ovenview of software project management
Cost estimation

Project scheduling and tracking
Configuration management

Risk management

Metrics

Overview of software maintenance

CASE tools overview

Professional Responsibility

Each class meeting consists of lecture. with periodic collaborative, in-class

activities to allow students to test their understanding of lecture matenal. During the

course of the semester the students also work on the small team project in order to apply
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some of the techniques discussed in class. The techniques used in the project are
prescnibed rather than determined by the students themselves. Expenmentation and
process improvement are not part of the “hands-on™ expenence due to time constraints in

a course.

3.3 Topics Covered in the Simudation

The general scope of the simulator is the Requirements phase of project
development. The goal of this research is not to produce a simulation for all aspects of a
software project. Such a goal would not be realistic. The Software Engineenng topics to
be sclected consist of a subset of areas that cannot be sufficiently covered in the
Introduction to Software Engineering course but are included in the SWEBOK. The
topics with the Software Requirements Know ledge Area in the SWEBOK are in Table 3.
Using this Knowledge Area as a starting point. the topics covered in introductory

Software Engineering course were analyzed.

Table 5

Requirements Engineering Topics and Sub-topics from SWEBOK

Requirements Engineenng Topics Subtopics

The requirement engineering process Process models
Process actors
Process support and management

Process quality and improvement

Requirements elicitation Requirements sources
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Elicitation techniques

Requirements analysis Requirements classification
Conceptual modeling
Architectural design and requirements allocation

Requirements negotiation

Requirements specification The requirements definition document
The software requirements specification (SRS)
Document structure and standards

Document quality

Requirements validation The conduct of requirements reviews
Prototyping
Model validation

Acceptance tests

Requirements management Change management
Requirement attributes

Requirements tracing

The basic curricula for the course. developed by the Undergraduate Cummicula
Committee at Anzona State University 1s more general than SWEBOK in terms of the
topics covered. The curmculum does not use Bloom's Taxonomy in the presentation of
topics. To address this shortcoming. a mapping of the course curricula to Bloom's
Taxonomy and the SWEBOK has been drafted. and the mapping was subsequently

verified by a professor who also teaches the course (James Collofello. personal
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communication. 2001). The mapping was derived from the author’s expenience in
teaching the course for three vears (nine semesters). which followed the departmental
curricula using Roger Pressman’s Sofrware Engineering: a Practitioner’s Approach. The
matrix containing the SWEBOK Requirements topics and the entire course curricula
mapping using Bloom’s Taxonomy are in Appendix B. The mapping of Bloom's
Taxonomy to the SWEBOK topics and to the matenal currently covered in the
Introduction to Software Engineenng course is used to identify how the simulator can
benefit instruction. Like the curmicula mapping matrix in Appendix B. the determination
of the most appropnate delivery method of matenial was tirst determined by the author.
based on expenence. including background knowledge in education. The author
analyzed each software engineenny topic while taking into consideration the level of
Bloom’s taxonomy that 1s the objective in the course. For topics where basic knowledge
1s needed in order to identify terms. lecture is suftice (Gleitman, 2000). When students
need more concrete. hands-on experience to apply matenal the small group project is
approprate (Roland. 1997). Some topics are very complex. where different approaches
need to be practiced and compared. the small class project is not capable of providing an
approprate instructional environment where the students can learn due to time
constraints. If the concepts require the ongoing hands-on creation of a work product or a
long-term (often repeated) process. then industry is most appropnate when learming to
work in a large project since a course cannot accommodate the long-term investment of
time and resources. The use of a simulator is appropriate when leamning needs to be
structured and conducted in a safe environment to allow for the building up of complex

skills (Joyvce. Weil & Showers. 1992). The simulator is feasible when techniques can be
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applied or a process followed vet the need to interact with other individuals is not
required and when the context of the work can be simulated (e.g. characteristics can be
quantified. project matenal or feedback can be represented logically). At the conclusion
of the classification. the matnx was verified by Dr. Collofello. Table 6 summarizes the
topics that can be best accomplished via lecture. a small group project. industry

experience. or a large project simulator. or.

Table 6

Summary ot Software Requirements Topics in Various Instructional Contexts

Software Requirements Lecture Small Group Project  Industry  Simulator
only (4-3 people)
Topic

Requirement Engineering Process

Process Models X

Process Actors X

Process Support X

Process Quality and X

Improvement

Requirement Elicitation

Reguirement Sources X

Elicitation Techniques X X
Requirement Analvsis

Reguirement X
Classification

Conceptual Modeling X X
Architectural Design and X
Requirement Allocation

Requirement Negouation X
Requirements Specification

Requirement Detinition X
Document

Software Requirement X
Specification

Document Structure X

Document Quahty X
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Reyuirements 1alidution

The Conduct of X X
Requirement Reviews

Prototyping X

Model Validation X
Acceptance Tests X

Requirements Management

Change Management X
Requirement Attributes X
Requirements Tracing X

While not all topics can best be conveved through a simulator. a subset of topics
was identified that can best be presented to students through the large project simulator.
These topics are among those that the simulator consists of in order for the simulated
project to have value in the course. The specific arcas. the subtopics of those listed in
Table 6. where the simulator can improve the course are noted in Table 7. These topics
further limit the scope of the simulator for this rescarch endeavor. These topics are
defined further in Appendix C. In addition the Waterfall and Incremental process models

are available to simulate the project.

Table 7

Summary of Software Requirements Topics in the Simulation and the Corresponding
Mapping to Bloom’s Taxonomy

Software Requirements Anulvsis Included in the
Simulation

I. Requirements Engineering Process
A. Process models
B. Process actors
C. Process support
D. Process quality and improvement
II. Requirements Elicitation
A. Requirements Sources
B. Elicitation Techniques
1. Interviews X
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. Scenarnos

3
3. Facilitated Meetings

4. Observation

I1.

Requirements Analysis

A. Requirements classification

1. Functional & Nonfunctional

2. Denved from 1- high-level req. or imposed by a
stakeholder other source

3. Product or Process

4. Pnontizing req. (mandatory. highly desirable.
desirable. optional)

5. Scope

6. Volatlity Stability

B. Conceptual modeling

C. Architectural design & requirements allocation

D. Requirements negotiation

IV,

Requirements Specification

A. The requirements definition document

1. For customer

2. For other stakeholders

B. The software requirements specification (SRS)

C. Document Structure

D. Document Quality

1. Selecting appropnate indicators

2. Gathering and Analvzing Metrics from reviews.

. Requirements Vahdation

A. The conduct of requirements reviews

1. Group composition is appropnate (may include
customer)

2. Use of guiding documents like checklists to guide
review and to doc findings

3. Review process is at specified checkpoints and redone
as appropriate

B. Prototyping

C. Model validation

D. Acceptance tests

V%

Requirements Management

A. Change management

1. Understanding the role of Change Management
throughout lifecvcle

2. Have procedure in place
3. Analyze proposed changes

B. Requirements activities

C. Requirements tracing
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These topics allow students to apply the concepts leamned in class to a simulated.
large software project. In order to further place the research in context. the definition of a
large project 1s needed. The definition of large project used in this research is a project
that consists of a large software system. Such a software system contains more than
100.000 lines to code to millions of lines of code (Soukup. 1994). Also. a large system
contains the scope and complexity that is bevond the capabilities of a single programmer.
Instead. a large team (from dozens to hundreds of people) is needed to deveiop the
system.

During the course of the simulation. the selected topics build upon one another as
the simulation progresses in the context of a large project. Although the simulator
concentrates on the Requirements phase, many problems are not apparent until later
phases in the product’s development. As a result. the subsequent phases of software
development (Design. Implementation. Testing. and initial Maintenance activities) are

presented as well. The flow of the topics will be discussed further in Chapter 4.

3.4 Summary
The matenal presented in this chapter presents the scope of the simulator itself
(including the underlying model). The process of defining the specific concepts that the
simulator embodies is presented in the rationale for the topics and lessons in relation to
the traditional course. The topics themselves are a subset of topics from the
Requirements Engineering key process area within SWEBOK. In addition, the

assumptions tor the simulator are presented in order to further scope the system and
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provide context for the interaction. The next chapter provides further detail conceming

the interaction and the model of the overall simulation experience.
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Chapter 4. Model and Simulation Development and Methodology
Introduction

The objective of this chapter is to provide background information regarding the
structure of the simulation interface software and the system dynamics model. The
methodology used during the simulation development is also presented. Section 4.1
presents the overall structure of the simulation. Section 4.2 presents the assumptions
associated with the simulation. Section 4.3 presents the structure of the simulation
intertace and the flow of topics. Section 4.4 outlines the methodology utilized in the
simulator. Section 4.5 presents the scope of the system dynamics model. Section 4.6
discusses the development of the system dynamics model. The Section 4.7 presents the

validation of the simulator.

4.1 The Simulution Structure
The project simulator presents students with a consistent project development

experience in terms of the topics covered. Data relating to specific tasks is diversified in
order to provide a more meaningful instructional exercise. The simulator presents cach
student with the tasks and topic information tor the session. The student selects the
factors that pertain to the topic at hand. The choices that the student selects are carned
into subsequent topics so that the consequences of choices are seen and the students can
react to the consequences. The system was developed with off-the-shelf products
(Macromedia Director and HPS Ithink).

As presented in Chapter 3. the overall simulator consists of several layers (as shown

in Figure 5). The Interaction Layer (the front end of the system) provides students with
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an engaging interface to the simulator. Students are presented with options and make

decisions that affect the project from the perspective of a Requirements engineer. This
interface also guides the student through the sequence of events involved in the simulated
project's development. from Requirements Elicitation through Maintenance (Change
Management). At the end of the simulated project. the student is provided with a
comprehensive report that details their choices. what the most appropnate choice is for
the particular activity. and the impact that each choice has on the product and the impact

of each choice on the project's quality. schedule and budget.

Simulation Interface Interaction Layer
SDM Model  Model Layer
Simulation Assumptions  Assumptions
Simulation Topics Topics

Figure 5 Layers of the Simulation Revisited

The advantage of this interface 1s that students can immerse themselves in the
project and both the qualitative and quantitative details. Rather than merely entering
values as parameters directly into a model and waiting for the output graphs (Beagley.
1994: Rubin. Johnson & Yourdan. 1994), students work in the context of the project and
interact with stakeholders. Rather than entening the number of stakeholders to invite to a
meeting. the student selects the two most appropnate stakeholders to invite to the meeting
from a list. Rather than pressing the RUN button and watching the productivity graphs

fluctuate on the screen. the student receives verbal teedback from the programmers based
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on the quality of the requirements validation activity (in addition to the quantitative

consequences on the project’s schedule and cost). Further details regarding the specific
flow of events and the tyvpes of choices and results are be presented in Section 4.3.

In order to increase the replay value ot the simulator. the requirements that are
analyvzed. inspected. and managed duning the simulation are drawn from large lists that
are organized in order to provide varied information. within the bounds of the quality of
previous interaction. Most teedback trom stakeholders and developers is drawn trom a
large pool ot statements so that the quality is dependent upon previous interaction. In
addition. the agenda topics used duning elicitation activities are randomly selected in
order to vary the presentation of information that the student needs to assess.

The underlying SDM model (e.g. the Model Layer or the back end of the system)
reccives inputs trom the Interaction Layer. processes selected inputs from the student and
simulates the impacts of the parameters on the project’s schedule and cost. The results of
the simulation model are then sent back to the simulator to display and utilize in
subsequent activities. The ongoing output from the simulator is displayed alongside the

quantitative or qualitative output from the Interaction Layer (the interface program).

4.2 Assumptions of the Simulation
In order to further define the scope of the simulator and to provide context for the
student. several assumptions are made in the team, the project. and the process. Since
these assumptions help set the stage for the simulation, the assumptions have been given
their own layver in the overall simulation overview diagram in Figure 5. In the model.

most of the assumptions are represented as constants. The assumptions are:
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The Organization and Team.

The members of the team developing the system generally have experience working

on large projects using the technology necded to complete the project. but some
inexperienced developers are present. The overall expenience level is considered to
be average.

e All emplovees work full-time.

e Morale and management support is high.

e Tumover and other staffing problems are not present.

The implications of the Organization and Team assumptions are that the
underlying model will not be further complicated and need further modeling in order to
accommodate various staffing. personnel. and administrative details. In order to test the
hypothesis. the model 1s streamlined to concentrate on the Requirements Engineering
(and subsequent) activities. Rather than dismiss the need to incorporate such details into
the overall development model. the task is left for future versions of the simulator as

descnibed in Chapter 6.

The Project

e The project domain and details. the course registration and grade display svstem for
the entire Califomia State University system, are of sufficient complexity for a large
project simulator.

e The given estimation of effort and cost are appropriate for the large project.
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The hypothetical project is assumed to be large enough in terms of the size.
complexity. and effort required. No one developer could develop and maintain such a
large svstem. Such a large system gives the student the opportunity to participate in the
type of large project that is undertaken in industry - offening added value to the
simulator. Other systems in this domain that exist are student information systems or
course registration svstems for a university. Such projects are developed by several
developers over the course of a couple of vears. from initial planning to delivery. The
hypothetical project scaled up the course registration system and added complexity so

that 1t 1s easily classified as a large project.

The Development Process.

e Inregard to communicating with stakeholders. the assumption is made that the
customer 1s in the same geographical region as the developer. As a result. travel time
1s not an issue 1n terms of the customer or other stakeholders attending meetings or
INerviews.

e Neither elicitation technique is better than the other in terms of efficiently gathenng
requirements. Either technique is appropnate.

e Only one elicitation technique is used per project. In other words students do not use
both the facilitated meeting technique and interviews in the same project (session).

e When the facilitated meeting technique is used to elicit requirements. all of the
requirement engineers’ questions need to be addressed by the appropnate

stakeholders before the subsequent activities can proceed.
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e Dunng the requirement validation activity. all selected stakeholders are prepared

tor the inspection meetings. Even stakeholders w ho are not appropniate to include in
the inspection process have looked over the requirements and have comments for the
meetings.

e Once requirements are identified for rework. the necessary corrections are assumed to

have been conducted.

The Development Process assumptions streamline the underlyving model so that 1t
will not be further complicated and need further modeling in order to accommodate
various development-related details. [n order to test the hypothesis. the model is
streamlined to concentrate on a straightforward sequence of Requirements Engineening
(and subsequent) activities. During each topic (e.g. Requirement Elicitation) the student
concentrates on the current tasks rather than dividing his her attention between the
current topic and peniphery topics (e.g. staffing). The simplified sequence of events
allows the student to concentrate on the tasks at hand rather than be confused with details
that will distract the student from the pnmary objectives of the svstem. Future versions
of the simulator will incorporate such details into the overall development model as it

evolves. See Chapter 6 for more information.

4.3 The Simulation Interfuce and Flow of Topics
The Interaction Laver of the simulator presents the sequence of activities that the
student traverses. The flow of interaction is presented in Figure 6. Two general paths are

possible in the simulator. with each path represented by the elicitation technique selected
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in the onset of the project (either Facilitated Meetings or Interviews). The following

presents the order and details of the activities involved in the simulated project.

Requirement
Elicitation

| i .
f Projectand | Facilitated Requirement — Requirement —| Development
i Team Into | { Meetng Analysis 1‘ Validanon
“ " L

Intenview .
Requirement
! Delivery Management Closure

Figure 6. Flow of Interaction

4.3.1 Initial Details

Betore the student can start the project. he or she must know what the project is
about and what the development team is like. The author spent considerable time
developing the requirements tor a hypothetical. large project. The project, a course
registration and student information system for all of the campuses in the California State
University system. The project was selected since the student is familiar with course
registration, grades. and general university life. Thus. the student would not need
considerable time to learn about the domain. At the same time. the project is different
from the course registration and student information system at Arizona State University.
and so the student is compelled to read the details carefully. Since the primary task of the
student 1s to gather and work with requirements, the initial project description does not

list all of the project requirements. Instead the description provides an overview of the
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project and lists some requirements. The description can be referred to at any point in

the project.

In addition to the project description. a description of the team that the student
participates in is presented. Overall team details are provided so that the student can feel
more that he she is part of a team rather than merely making selections with a mouse.

Like the project description. the team description is viewable at any time in the project.

4.3.2 Requirement Elicitation

The first decision that the student needs to make is to choose which elicitation
technique he or she wishes 10 use for the project. Either the Facilitated Meeting
technique or the Interview technique can be selected. For the hyvpothetical project. either
technique is appropriate. With the simulator. the student compares their strategies with
the two techniques as he or she can expenment with each technique at each use of the

simulator.

4.3.2.1 Facilitated meetings.

When the student selects the Facilitated Meeting technique. he or she needs to
invite the most appropnate stakeholders to the meeting. The student is engaged in
several meetings. one at a time. where each meeting has three agenda topics. The three
agenda topics are randomly selected from a set of pre-defined topics. When the meeting
agenda topics are displaved. the student selects the two stakeholders (from a list) that are
most likely to answer all of the requirements engineers’ questions regarding the project’s

requirements.
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Once the student sets up the meeting. a meeting status screen displays a vanety

of information. The status screen informs the student of how well the meeting went in
terms of what percentage of the developers questions were answered by each selected
stakeholder and what percentage of all questions for all topics have been answered at the
time. The quality of the answers. based on the average of the percentages of answered
questions from all meetings conducted. are analyzed in the Requirement Analysis section.
In addition two counters are displayed. These counters show the impact of the current
mecting on the overall project schedule and cost. in terms of the number of days that the
schedule will be exceeded and the number of dollars that the project budget will be

exceeded. The layout of the status information is displayed in Figure 7.

Gathering Requirements: Facilitated Meeting

The following is the outcome of the meeting along with the ongoing status of
the project.

Questions Answered (%s) . : <
This Meatng  Qveral Meeting N T

: i Project Overruns

...

LS Y & B
.
Y

Siodes Regsiauin Juesuins A i

Figure 7. Sample Facilitated Meeting Status Information Screen.
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After each meeting. the student decides whether to include the current topics in
future meetings or to remove the topics from tuture meetings. If all questions are
answered for a topic (100°0). then it is automatically removed from future agenda
meetings. Next. the student is presented with the agenda topics for the next meeting.
The simulator asks the student if he or she wishes to keep the current stakeholders or
choose new ones. The cycle continues until all of the topics have been addressed. and

hopefully all of the questions for all of the topics have been addressed.

4.3.2.2 Interviews.

When the student selects the Interview technique. he or she needs to invite the
most appropriate stakeholder for each interview. The student 1s engaged in several
Interviews, one at a ime. where each interview has two agenda topics. The two interview
topics are randomly selected from a set of pre-defined topics. When the interview agenda
topics are displaved. the student selects the stakeholder (from a list) that 1s most likely to
answer all of the requirements engineers’ questions regarding the project’s requirements.

Next. the student selects five questions from a randomly-generated list for each
topic included in the interview. The selected questions should be the most clear and
complete questions from the list that are appropnate for the stakeholder (questions that
he she can answer). Rather than quantitative results. the student sees the stakeholder’s
responses in a Questions-and-Answer format for each interview topic. As in the
Facilitated Meeting technique. the quality of the answers are analyzed in the Requirement
Analysis section. Using the Interview technique. the quality of answers is based on the

average of the percentages of selected questions that are appropriate to ask the
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stakeholder from all conducted interviews. An appropnate interview question (for the

selected stakeholder) will vield a response that is useful to the requirement elicitation
activity. The quality of the answers factor (combined for all topics) is used to select the
quality of requirements that are examined in the Requirement Analysis activity. After the
interview, the student selects whether to conduct another interview with another
stakeholder (1f the student is not satisfied with the results with the interview) or to
conduct another interview with a new set ot topics. If the student moves on to another set
of topics. then the interview cycle continues until all of the topics are covered.

At the interview status screen. two counters are displaved that show the impact of
the current interview on the overall project schedule and cost. The layout of the status

information 1s displaved in Figure §.

Gathering Requirements: Interview

220w s 3 samplmg cf the cuicome of the mierview Remd tnrough each quesucn and the
swaxehclder s answer Therespenses wall regresent how kncwledgeable the siakeholder ;s m
e opic areas you selecied

Topic: Grade Display and laput Process (mnts e system,

Q: I £ possibin 1o hem ¢ (OUSe WEIRZ o Su SO@WC L T € the &d of tw U’

A Yo chapewner o nsedd of cOude  Also £ the RaTUCLT doet Rk ORt the Gudes B OB U £ will be
tled

Interview Number: Project Overruns
Schedule (Days) Cost ()

Figure 8. Sample Interview Status Information Screen
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4.3.3 Requircment Analvsis

Duning the Requirements Analysis activity. students need to assess subsets of
requirements based on four different perspectives: Scope. Tvpe. Prionty. and Volatility.
For cach type of analysis. seven requirements are randomiy selected from a larger set.
The student must analyze each requirement and categorize it. According to Scope a
requirement can be in or out of the scope of the system. According to Type. a
requirement is either functional or nonfunctional. According to Prionty. a requirement is
either Mandatory. Desirable. or Optional. According to Volatility. a requirement is either
High. Medium. or Low probability of changing duning the course of development.

The student does not receive immediate feedback from the simulator. Instead the
Interaction layer averages the percentages ot the requirements that were identified
correctly for all of the perspectives. This result is sent to the model for use in the
denivation ot the number of days that the schedule 1s overrun and the number of dollars
that the budget is exceeded. In addition. the result is also used to select the quality of
requirements used during the subsequent Requirements Validation activity. The more
accurate the analysis. the better (in terms of completeness. clarity. and accuracy) the

requirements set to be inspected.

4.3.4 Requirement Validation
The quality of the requirements from the analysis activity affects the quality of the
requirements used in the validation activity. At this stage. the selection of topics is

narrowed to three topics. Three topics are chosen in order to allow students to
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concentrate on the quality of inspection rather than quantity during this instructional
activity. More than three topics would render the inspection process tedious in respect to
the other project tasks in the simulator. Within each topic a large pool of requirements
are available from which random selections are made. For nearly all requirements.
different versions exist for good. fair. and poor quality requirements. Good requirements
are clear and complete. Fair requirements have moderate problems with clanty or
completeness. Poor quality requirements have serious issues with clanity and or
completeness.

For cach topic. the student is presented with a partially filled team needed to
inspect the requirements. The student s given the opportunity to either select an
appropniate stakeholder from a given list or not select a stakeholder at all if none 1s
appropriate. Then. a list of randomly generated requirements for each topic is presented.
The student inspects each requirement. based on a provided inspection checklist. and
selects that cach requirement is acceptable as-is. necds revision. or that the student is not
qualified to inspect the requirement (the requirement is outside of his her domain).

The inspection status screens display the results of the inspection. The feedback
from the ditterent members ot the validation team are presented for the group of
requirements. Besides the requirements themselves. the feedback also is presented from
the teammates for the quality of vour inspection. Based on the quality of the feedback.
the student can either hold another inspection for that topic or move to the next topic until
all topics have been addressed.

The average of the correctly identified requirements for the current inspection is

sent to the model for use in the cost and schedule penalty calculations that are displayed
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in the last status screen for each inspection. The average of all percentages for the
correctly inspected requirements during all inspections is calculated by the Interaction
Laver (the interface program). In addition. the result is used to select the quality of the
developers™ and customers” feedback during the subsequent development phases and
delivery. respectively. The more accurate the validation. the better (in terms of
completeness. clarity. and accuracy) the requirements set to be used during development.

The better the requirements set. the better the product that is delivered to the customers.

4.3.3 Development Feedbuck

Based upon the quality of the requirements set from the validation activity. the
student received feedback from designers. programmers. and testers from his or her team.
Statements are displaved from designers at first. and the impact of the requirements set
and their feedback (which descnibes the quality of the requirements and any rework that
needs to be done) is presented in terms of any overall schedule and cost penalties. Next
the programmers present their feedback along with any overall schedule and cost
penalties. Lastly. the testers present their feedback. and any penalties are also displayed
for the student. The statements originate from the Interaction layer, while the penaltes

are denived from the underlyving model.

4.3.6 Delivery
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After the student receives feedback trom his or her simulated teammates. the

product is delivered to the simulated customer. The simulated teammates enable the
student to feel more a part of the team rather than merely a user of a program. In
addition. the student leamns to accept qualitative feedback from (simulated) peers rather
than only quantitative teedback from the simulation. The delivery feedback consists of
verbal feedback from the customer as to whether the product meets their needs (in terms
of quality). and the display of the schedule and cost overruns for the project to that point
in ume. The feedback 1s drawn from possible statements stored in the system. while the
penalties are drawn from the model. The quality of the requirements set produced during

the vahdation activity (the percent identified correctly) drives the customer feedback.

4.32.7 Maintenance as Change Management

As a product’s development does not end with its delivery, the simulator provides
the means for the student to participate in the product’s maintenance in terms of change
management. The quality of the requirement set from the product affects the change
submissions that are used in this phase. Since the product has been delivered. the
schedule and cost counters have been reset.

Four change submissions are presented to the student, one at a time. For each
change submission. information is provided conceming the nature of the change. who has
asked for the change. the need for the change. and an estimation of the time needed to
complete the change. The student analvzes the change, using a supplied list of heuristics,
and determines the priority of the change within the scheme of the overall maintenance

cvcle. The student can chose to implement the change immediately (High Priority). wait
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to implement the change until the next release (Medium Priority). or delay the change

until a possible. vet undetermined time in the future (Low Priority). After the student
prionitizes a change submission. the student receives verbal feedback from the developers
on the project and the customer. The feedback refers to how the decision either
positively or negatively has affected the project’s quality. schedule. and cost. The short-
term and long-term effects are shared with the student by those whom the decision affect.
For example if the student chooses to have a change implemented immediately. when the
change should have been delaved until the next release. the customer may thank the
student but the developers complain about losing time that needed to be allocated to more

pressing issues.

4.3.8 Closure

The last stage of the simulator is the presentation of the report. The student sees a
detailed history ot his or her decisions in the system. Besides the selections themselves.
the report also displays any cost or schedule penalties for each decision. For the
requirements ehicitation activity and the requirement validation. the report also presents
the stakeholders who were most appropriate for the topics covered dunng the elicitation

session Inspection.

4.4 Methodology
The design of the simulator is based on the research hypothesis. whereby the
student will be able to better understand the Requirements Analysis and Specification

activities in a long-term project. The simulator serves as an instructional tool that enables
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the student to increase his her level of understanding from one level to another. This

learning is based on Constructivist Learning. the leaming paradigm whereby the student
builds knowledge through active learming and reflection (New York Institute of
Technology. n.d.). Constructivist theory is based primarily on the work of Jean Piaget.
The main principles of Constructivism. that support the use of the simulator as an

instructional aid. are that:

o (Constructivist knowing assumes the active and proactive nature of learmning. and
Knowledge.

e Students use prior knowledge and experience as a starting point for useful. personal
knowledge construction.

e Constructivist learning expenences include reflective thinking and productivity. (New

York Institute of Technology. n.d.)

The simulator 1s not computer-based training. where the program serves an electronic
tutorial and quiz. Instead. the student 1s actively involved in his her leaming. The
student needs to use prior knowledge and utilize it within the context of a large project.
During the project and after the project has ended (and the report is presented). the
student reflects on his her decisions and adjusts them as needed in order to produce a
better product in the future (simulated or otherwise).

For both elicitation techniques. the goal is for the student to ascend to the
Application level of understanding, based on Bloom's Taxonomy. At the Application

level. the student uses previously acquired information in new and concrete situations to
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solve problems (Krumme. 1995). The new situation is the meeting or interview

needed to elicit requirements using either the facilitated meeting or interview technique.
respectively. The knowledge of what the techniques consist of is the previously acquired
information. In order to provide some structure. the topics are provided for the meeting
or interview. Based on this information. the student selects the most appropriate
stakcholders. those who will be able to satisfactorily answer questions. for the meeting or
interview. A list of stakeholders is provided in order to keep the student focused on the
list of stakeholders. and to facilitate the computer simulation. In the case of the Interview
technique. the student also selects the five most approprate questions from a list for each
of three topics on the interview agenda. Allowing the student to select the appropriate
questions. allows the student to show his. her understanding of what a clear and complete
question is - a question that would be useful in obtaining an answer from the stakeholder.
During the class project. the student always asks the instructor any project-related
questions since the instructor represents all project stakeholders. The simulation allows
the student to ask multiple stakeholders questions over time. The output provides the
student with minimal information needed to assess the quality of the meeting or
interview. The feedback is then used to direct the future actions, either to continue the
quality of work or to counteract inferior decisions. For the Facilitated Meeting technique,
the student is presented with quantitative information consisting of what percentage of all
questions were answered by each stakeholder for the current meeting and ongoing
meetings. Having verbal feedback from the stakeholders for the different topics would be
overwhelming. However. knowing how effective the meeting was. in terms of the

amount of questions answered. is the main issue. By contrast, each interview presents the
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student with the answers 10 the questions that were selected. Such detail is more

appropriate in the Interview technique since only one stakeholder is being interviewed.
and the student deserves such feedback in order to ascertain the correctness of the choice
of the questions selected. The crux of conducting interviews is to ask the right questions.
and this activity camnes that through to the student.

For both elicitation techniques. a pair of data points is provided to the student -
the counters tor the schedule and budget overruns. These counters are provided during
the meeting and interview status screens. in addition to nearly all other topic status
screens. The purpose of the counters is to present the status cf the project in a succinct.
meaningful manner. After all the goal of software engineering is to deliver a product that
is “on time and under budget.” These counters provide the student with this product
information so that the student can see how his her decision affected the project’s
schedule and budget. When the student sees that his her choices are negatively affecting
the schedule or budget. then he she can use the opportunity to make difterent and better
choices.

During the Requirement Analysis activity, the goal is for the student to ascend to
the Comprehension level of understanding. based on Bloom's Taxonomy. At the
Comprehension level. the student can understand the meaning of informational material,
and can demonstrate the understanding through classification, description. and providing
examples (Krumme, 1995). The simulation provides an environment where the student
exercises his her understanding of each type of requirement (e.g. by priority, scope.
volatility. and functional/nonfunctional). In order to provide some structure, each type of

analysis is conducted separately and the requirements are presented in a list. Within each
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list. the student classified each requirement using criteria appropriate for each
requirement type. The classification schemes are minimal in order to provide concrete
gradations and avoid confusion. After the classification activity is completed the student
progresses to the next activity, requirement validation. Unlike the other topics. no
immediate feedback is provided that informs the student how many of his. her responses
are correct. The immediate feedback is presented in the quality of the requirements that
are inspected in the subsequent activity. However the student receives feedback in the
final report. where each requirement is presented with the student's response and the
correct classification for comparison. Since the intent for the simulation is to show the
consequences ot the correct and incorrect choices, the design decision was made to not
allow the student to correct the classification. If the simulation merely informed the
student whether the requirements were classitied correctly (immediately after the
classification occurred). then the student does not sce the relationship between the choice
and the consequences at the project level.

During the Requirement Validation activity. the general goal is for the student to
ascend to the Application level of understanding, based on Bloom's Taxonomy. As in
the case of the Requirement Elicitation activity, the student uses previously acquired
information in new and concrete situations to solve problems (Krumme, 1995). The new
situation is conducting the inspection. The knowledge of what an inspection consists of
is the previously acquired information. Within the specifics of Requirement Validation,
the additional goals of understanding the use of guiding documents and of the need to
review requirements at various points in the development process at the Analysis level

exist. Understanding at the Analysis level involves the usage of prior knowledge in the
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recognition of pattemns. the recognition of hidden meanings. and the organization of
parts. The pnor knowledge consists of the understanding of checklists and at the conduct
of reviews throughout the lifecvcle. In order to provide some structure. the topics are
provided for the inspections. and most of the members of the inspection teams are
provided. Based on this information. the student selects the appropriate stakeholder for
each inspection team. It 1s possible that no other stakeholder is needed besides those
already in the team. This possibility exists in order for the student to examine the
structure of the team in regard to the requirements that need to be inspected. For each
topic. a list of requirements is provided for inspection. A checklist is provided that the
student uses during the inspection process. The inspection process allows the student to
apply their understanding of the project requirements and of the inspection process.
However. the Analysis level of understanding is apparent as the student breaks the
inspection process down into steps and examines the structure of the requirements. The
requirements are classified as either being valid. needing revision. or out of the student’s
domuain. The possibility of a requirement being out of the student’s domain of expertise.
introduces the need for the student to distinguish his her role in the process. The result of
the inspection is presentation of the verbal feedback from the other reviewers. In
addition the budget and schedule counters are presented. showing the impact of the
inspection on the overall project budget and schedule. This information provides
evidence of the behavioral outcome that the student reflects on as the inspection process
progresses. As the student has the opportunity to reflect of the quality of the inspection.

and can elect to hold inspection again or move to next topic’s inspection. The
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recognition of the need to re-inspect the requirements. based on the performance of the

inspection. further supports the acquisition of the Analysis level of understanding.

The subsequent development phases. design. implementation. and testing. are not
shown in detail since those phases are outside of the scope of the research. However
some representation of these phases is needed in order to provide a feeling of
continuation for the project. In addition the student’s choices during the requirements
engineenny activities (represented in the simulation) do have consequences in these
subsequent phases that need to be represented. The tfeedback 1s verbal. from the student’s
simulated tcammates who “work™ on the design. implementation. or testing. The verbal
feedback 1s meant to remind the student that he she is part of a team and that each
decision aftects the team. Rather than displaving a set of numbers. the student reads the
comments and questions from his her teammates. To remind the student that the previous
choices can have an additional impact. the schedule and budget counters are displaved.
These counters may increase at this stage of the simulation. For example. an inaccurate
requirements set will result in questions and complaints from the teammates and rework
is needed.

Before the maintenance phase is portrayved. the product must be delivered to the
customer — even if the customer is simulated. The delivery is realized as the point where
the customer offers verbal feedback to the student. The feedback represents the
customer’s sentiment about the product’s qualitv. Quantitative feedback is presented. in
the form of the budget and schedule counters. These counters show the student the state

of the project schedule and budget when the project i1s delivered. The presentation of
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these counters offers closure. whereby the student can reflect on how his her decisions

resulted in the extent of schedule or budget issues.

The final activity is the Requirement Management activity. During this activity.
the yoal is for the student to ascend to the Application level of understanding. based on
Bloom’s Taxonomy. In this activity. the new situation is conducting the inspection since
the student does not manage requirement changes during the class project. The
know ledge of change submissions is the previously acquired information. In this activity.
the specific topics involved are the role of requirements management throughout the
lifecyele. the need to have a procedure in place. and the analysis of proposed changes. In
order to provide some parameters for the simulation. the application of the requirements
management process is limited to the maintenance. Applying the requirements
management process to maintenance is intended to demonstrate the process at a point in
the hitecvele other than the requirements phase. The structure for this process is provided
by the four change submissions. Each change submission describes the desired change.
the ongin ot the submission. and the time estimated to implement the change. In
addiuion. the student 1s provided with heunstics to use in the analvsis of the change
submissions. The student solves the problem of classifyving the change by selecting the
priority of the change. The choices are to implement the change immediately. implement
the change in the next version. or to delay the change until a future version (if at all). The
resulting feedback consists of verbal feedback from customer and developers. This
feedback allows the student to reflect upon his her choice as the next change submission
1s examined. As is the case of other verbal feedback. the student hears from those

individuals who are affected by his her decision. Even if the class project entailed

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



66
requirement management. The feedback would be limited to instructor feedback.

which 1s not as meaningful or realistic as the teedback from the customer or teammates.

4.3 Scope of the Model

Just as the overall simulation has boundaries. so does the underlyving model. Like
the interaction portion (the front end) of the simulator. the entire development lifecycle 1s
represented. The emphasis of the model 1s the requirements phase. but the design.
implementation. and testing phases for the core increment (or the initial version if the
Waterfall model is being utilized) are included in order to allow the choices from the
requirements phase to filter through the lifecvcle.

The model is at a high level of abstraction. Such abstraction is contrary to the
detailed models used in other simulators (Tvedt. 1996) that were tailored to mimic reality
in as much detail as possible. While general accuracy is desired. the intent for the model
is to reflect the more general pattemns of interaction between requirements engineering
and development (as retlected by the overall schedule. cost and quality) in order to assist
students in the leaming process. As a result. students can observe how their interactions
affect the overall project rather than minute details that are not addressed by the

instructional topics (e.g. staffing requests).

4.6 The Development of the Svstem Dynamics Model
The main purpose of the underlying Svstem Dynamics Model is to represent the

affects of the quality of requirement elicitation, analysis. and inspection on a project’s
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overall schedule and cost. The model is used in conjunction with the interface (the

Interaction Laver).

During the imtial. analysis phase of this research project the processes involved in
the Requirements phase were studied and modeled. The relationships between the
varnous tasks. acuvities. products. and people are modeled according to Svstem Dynamics
Modeling. The model itself was developed using a standard technique using the
depiction of cause-effect and feedback loops according to standard iThink notation. The
modcl is primarily straightforward in nature. as it reacts to the student’s input as the
project proyresses. The model 1s in Appendix D.

Vanables in the model that are input by the Interaction Laver are named
SINnume. 1in order to provide easy recognition to the developer and to the reader. These
vanables are sent to the model after the Interaction Laver completes any necessary
calculations. In order to calculate values that represent the impact of the decisions made
up ull the current acuvity. default values are used in the simulator until the Interaction
Laver submits new values that represent the student’s selections.

At the beginning of the simulation. the student selects an elicitation technique to
use in the project. In order to accommodate the need for the student to choose an
ehicitation technique. the model includes switches for both the Facilitated Meeting and
Interview techniques that are set to 1 when the technique has been selected and to O when
the technique has not been selected. These switches are set by the Interaction Layer.
Both switches are set to the appropnate value. The rate of the requirement elicitation

difters depending on which elicitation technique is selected.
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During the Facilitated Meeting technique. the rate of eliciting requirements is

mfluenced by the effectiveness of the facilitator (default is 100). stakeholder buvin
(detault 1s 100). the factor representing that the correct stakeholders were selected (SIM
Representation of Stakeholders). and the number of meeting sessions conducted (SIM
Number of FM Sessions Multiplier). The number of meeting sessions multiplier is used.
along with the number of planned meeting sessions. to determine the ongoing meeting
schedule and cost overruns. The schedule and cost overrun values are used in the ongoing
calculation of schedule and cost overruns. calculations handled in another part of the
model. The rate of requirement elicitation determines the set of raw requirements that
will be analvzed in the subsequent activity.

Duriny the Interview technique. the rate of cliciting requirements is influenced by
the quality of questions (SIM INT Quality of Questions Factor). the effectiveness of the
requirements engineer (default value is 100). and the buvin of the stakeholder (default
value 1s100). The quality of the questions (an ongoing average for the interview sessions
conducted) 1s along with the number of planned interview sessions, to determine the cost
overrun value. The schedule and cost overrun values are used in the ongoing calculation
of schedule and cost overruns. calculations handled in another part of the model. The
rate of requirement elicitation determines the set of raw requirements that will be
analyzed in the subsequent activity.

At the conclusion of the requirement analysis activity, the Interaction Laver
calculates the percent of requirements that were correctly identified by the student for
each analysis activity (e.g. scope. prionty). These values are sent to the model to

populate the vanables. SIM Req Scope Efficiency Factor, SIM Func Nonfunc Req
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Analysis Efficiency Factor. SIM Req Priontization Efficiency Factor. and SIM Req

Volaulity Efficiency Factor. These values are used to extrapolate the quality of the
requirement analysis for all requirements in the svstem. and participate in the subsequent
calculations of anticipated budget and cost overruns. The average of the efficiency
factors (the percent of correctly classified requirements for the requirement types) affect
the Set of Analvzed Requirements that will be developed into the product. The average
also determines the extent of anyv schedule and cost overruns.

The rate of Requirement Validation s affected by SIM Percent Assessed
Correctly VAL. the percent of requirements that are assessed correctly in the validation
activity. This value. sent by the Interaction Laver, is the average for all inspections. The
quality of the inspection is reflected by this value. As each inspection 1s conducted. the
Interaction Layer resends the new value in order to retlect all inspections through the
current one. The quality of the inspection is used to determine any schedule or cost
overruns (e.g. Actual Cost VAL. Actual Validation Result Time Usage VAL) that are
denved from the Requirements Validation activity.

The rate of implementing the requirements is influence by the overall quality of
the requirements (Overall Quality of Requirements Factor) and any additional work that
needs to be done (Add’l Work). The overall quality of the requirements is an average of
the average percentage of the quality factor tor the selected elicitation technique. the
average percentage of correctly classified requirements during the Requirements Analysis
activity, and the percentage of requirements assessed correctly during the Requirements
Validation activity. The Additional Work is comprised of the rate of new requirements

introduced to the system. If the requirements volaulity flag is set to 1 (as it is by
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default). then the rate of new requirements (the Additional Work) is set by the
Interaction Layer (SIM percent of new requirements work).

The schedule and cost overruns are calculated separately by the model. Cost
overruns are calculated using the overruns from the selected elicitation technique. the
analysis activity. and the validation activity. The overrun is the difference between the
estimated budget and the overruns from all traversed activities. The schedule overruns
are calculated using the overruns from the selected elicitation technique. the analysis
activity. and the validation activity. The overrun is the difference (in days) between the
estimated schedule and the overruns from all traversed activities.

The outputs from the model are the ongoing schedule and cost overruns
calculations. The Interaction Layer retrieves these values and displays them. along with
any other feedback. on the status screen. The student uses this feedback to assist him or

her in determining how to proceed in the simulator.

4.7 The Validation of the Simulutor

Model validation is discussed in a vanety of research applications of simulation
models (Sterman. 1992; Svcamore. 1996; Gilbert & Troitzsch, 1998). Several tests exist
including the ability of a model to replicate past system behavior, historical fit. and
sensitivity analysis. In order to accomplish this, tests can be conducted through
comparison against survey results or even expert opinion. The goals of validation are to
show that the model is suitable for the intended purposes and that it is consistent with
reality (Madachy. 1996). To accomplish these goals. multiple tests are often conducted

on the model structure and behavior. in order 1o filter out ineffective models.
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When research is undertaken to realisticaily model a real system as closely as

possible. great care is taken to validate the model. For example. John Tvedt conducted
multiple tests when validating his model. simulating the impact of process improvements
on software development cvcle time (Tvedt. 1996). First. the model’s structure was
validated atter consultation with experts (expenenced software engineers) of the real
svstem. A parameter values test was also conducted in order to demonstrate that the
model's calibration input values consistently portray the information gathered about the
real system. In this case. the information was gathered from research literature and a
local software development company. The behavior of the model was tested via model
execution and output comparison with the expected or observed values from reality. The
degree of accuracy 1s cnitical during the behavior tests. Four types of tests were
undertaken. where the model was tested 1n its ability to replicate reference behaviors.
under extreme conditions. with surprise behaviors. and through observed system
behaviors using an actual project as a statistical comparison. The first three tests were
conducted simultaneously through a series of scenarios.

The model (and the simulation in general) in this research endeavor plays a kev
role in the student’s leaming experience. This leaming experience. involving the
recognition of the value and need of Requirements Analysis and Specification activities
in a long-term project. is the foundation of this research. The primary objective of this
stmulator (and model) is not to model the realism of the development phases of a large
project. Instead the objective is to define and evaluate a model 1o provide students with
the knowledge and skills normally acquired while working on a large project. The model

portrays the activities needed to gather. analyze, validate. and manage the requirements
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involved in a large software project. This portraval of these activities does not include
the realistic depiction of the nuances involved in development. The model is more
abstract than the other models that have been presented previously (see Chapter 2 for
examples).

The Interaction Layer interacts with the model in order to provide the student with
the tllusion of interaction in a project. The model’s primary focus is to portray the
consequences of poor requirements in the schedule and budget as the student progresses
through the exercise. Unlike industry. the student does not experiment with the model
directly and the student does not interpret the model’s output directly (in the form of
graphs. charts. or instrument displays). Instead the model. in conjunction with the
Interaction Layer. provides an experience for the student that allows him her to learn
about the components involved in development. As such. the validation activities
descnbed previously were not emploved here. The tests did not correspond to the
objectives of the simulator or the model. If the model (and simulator) was intended to
realistically model a long-term project. then such rnigorous validation is called for.
However the abstract. instructional nature of the simulator makes the gathering of data
from a real system difficult at best. In addition. the objectives of the simulation clash
with the parameter tests and behavioral tests that are used to validate other models.

Instead the simulator was checked to make sure that the results are reasonable. If
the simulator does not produce results that sensible. then the objectives cannot be
assessed. The simulator and model are intended to represent the general correlations that
exist in industry between choices and their impacts on a project’s quality. cost. and

schedule. In order to test the validity of the simulator and model. a variety of inputs were
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entered and the interface’s and model’s output were assessed in order to ascertain
whether the results were reasonable. Even though some aspects of the simulator are
randomized. the types of inputs do not change. The only variant is whether the
Facilitated Meeting or Interview technique 1s selected as the requirement elicitation
technique.

Each type of scenanio was tested as a pair. once for the Facilitated Meeting
technique and once for the Interview technique. The first pair of scenarios tested were
projects that were on-time and within budget (no overruns) for each type of requirement
elicitation technique. For each type of elicitation technique. the appropriate inputs were
entered that would result in a perfect requirement set. The results from the interface were
highly favorable feedback from stakeholders. teammates and the customer (upon
delivery). The results from the model. displayved in the interface. were no schedule or
cost overruns - just as predicted.

The second pair of scenanos tested was for projects that had a poor set of
requirements and should result in senous schedule overruns. cost overruns. and
appropnate teedback. For each elicitation technique. the appropnate inputs were entered
that would result in a very poor quality requirement set. where the quality factor is below
40 percent. The results from the interface were very negative feedback from
stakeholders. teammates and the customer (upon delivery). The results from the model.
displayved in the interface. were extremely high schedule or cost overruns — just as
predicted. The schedule overrun was 620 davs and 714 dayvs (over the 700-day schedule)
while the cost overrun was $1.375.000 and $1.571.166 (over the S1.5 million dollar

budget).
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The third pair of scenanos tested were for projects that have a good
requirements set and should result in a minor schedule delay (within 15%0 of the 700 day
schedule). cost overruns. and appropriate feedback. For each elicitation technique. the
appropriate inputs were entered that would result in a good quality requirement set (with
a factor between 80 and 90). The results from the interface were appropriate feedback
from stakeholders. teammates and the customer (upon delivery). The feedback
reintorced the high quality of relevant requirements while pointing out relevant problems.
The results tfrom the model. displaved in the interface. were moderate schedule or cost
overruns - just as predicted. The requirements set quality factors were about 81 and 85.7
respectively (out of 100). The schedule delays were about 90 days and 70 days (of the
estimated ~00-dav schedule) while the cost overruns were about $216.000 and $135.000
(of the $1.5 million dollar budget).

These tests show that the simulator vields reasonable results for the extreme
requirement guality and for a project that the researcher considers to be a reasonable

effort by a prospective user. The results provide a basis for assessment of the simulator.

4.8 Summanry
This chapter presents the design and implementation details of the front-end (the
interaction laver) and the back-end (the model laver) of the simulator. The flow of
interaction is presented in detail. as 1s the interaction between the interaction layer and
the model. The methodology of the design of the simulator is also presented. In
addition, the need for the simulator’s validation is described. The next chapter presents

the assessment of the research in terms of a case study.
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Chapter 5. Case Study
Introduction
The objective of this chapter is to provide background information regarding the
design and execution of the case study for the simulation and the hypcthesis. Section 5.1
presents the hypothesis. Section 3.2 describes the design of the assessment used in the
pilot case study and the case study. Section 3.3 presents the procedure used to execute
the pilot case study. Section 5.4 presents additional considerations taken into account
during the design of the pilot case study study. Section 5.5 presents the analysis of the
pilot case study results. Section 5.6 presents the procedure used to execute the case
studv. Section 5.7 descnbes additional considerations taken into account for the case
study. Section 5.8 presents the analysis of the case study. Section 5.9 provides a

summary of analysis.

3.1 Hvporhesis Revisited
In order to assess the impact of the simulator in terms of instructional

eftectiveness. the tollowing hypothesis is asserted:

HIl:  Undergraduate students using the simulator will increase their level of
understanding, based on Bloom's Taxonomy. of the Requirements Analysis and
Specification activities utilized in a long-term project to a greater extent than with
a traditional course without a simulator.

This hypothesis is intended to address the assertion that students who use the simulator

will benefit in their increased ability to understand a vanety of Requirements Analysis

and Specification tasks in a large project. As the simulator is a supplement to the course,
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rather than a substitute to the course. a group of students utilized the simulator in
conjunction with regular class lectures and the course project. In order to test the
hypothesis. the group of students was administered a pretest and a posttest. The
assessmenis enabled data to be collected showing the students” ability to recognize and
Judge the value and need of Requirements Elicitation. Requirements Analysis.
Requirements Validation. and Requirement Management. The collected data was

analvzed and 1s presented in Section 5.5.

3.2 Design ot the Assessment

The pretest and postiest are the same test. The questions are multiple-choice in
order to expedite grading and data analysis. The questions were developed in order to
test w hether the student understands the SWEBOK topic at a specific level in Bloom’s
taxonomy. The anticipated levels of student understanding for the topics before and after
the use of the simulation are shown in Table 8. These levels reflect the extent of
understanding for each area that each student 1s expected to have before the pretest
(without use of the simulator) and after the posttest (after use of the simulator). The
mapping of student understanding to the SWEBOK topics was discussed previously in

Chapter 3.

Table §

Simulation Topic Mapping to Bloom’s Taxonomy

SOFTWARE REQUIREMENTS ANALYSIS ASSUMED LEVEL TARGET LEVEL

Torics FROM SWEBOK OF OF
UNDERSTANDING UNDERSTANDING
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(BEFORE) (AFTER)
[I. Requirements Elicitation
B. Elicitation Techniques
1. Interviews Application. only Application

with the instructor

3. Facilitated Meetings Comprehension Application

III. Requirements Analvsis
A. Reguirements classification
1. Functional & Nonfunctional Comprehension. for ~ Comprehension

development of

Nonfunctional list

4. Prionty Knowledge Comprehension
5. Scope Knowledge Comprehension
6. Volaulity NA Comprehension

V. Requirements Validation
A. The conduct of requirements reviews
1. Group composition is appropnate Comprehension Application

(may include customer)

2. Use of guiding documents like Comprehension. Analysis
checklists to guide review and to doc as docs used for

findings recording only

3. Review process is at specified Application, Analysis
checkpoints and redone as approprnate but done once

V1. Requirements Management
A. Change management
1. Understanding the role of Change Comprehension Application

Management throughout lifecvcle
. Have procedure in place Comprehension Application
. Analvze proposed changes Comprehension Application

3
Py
J

These anticipated levels of understanding correspond to the assessment design.

The individual assessment questions are traceable to the topics covered in the simulator.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



78
The full assessment 1s in Appendix F. and the assessment’s traceability matrix is

presented in Appendix G. Nearly all of the assumed levels of understanding and all of
the target levels of understanding (in Table 8) correspond to the assessment questions.
Some additional assessment was included. In order to assess the extent of student
understanding of the various topics. some questions were added. bevond the assumed and
target level of understanding. to assess understanding at the Knowledge and Application
levels for most of the Requirements Analysis classification types. Minor discrepancies
exist between the table depicting the anticipated levels of understanding (table 8) and the
traccability matnx in Appendix G due to the limited undertaking of some topics in lecture
or in the project. In order to compensate for the partial topic understanding. the
asscssment tests for understanding at one level below (as evident in the traceability
matrix). The areas of discrepancy are shaded in Table 8.

Before the full case study was conducted. the assessment was piloted with recent
CSE 360 students. These three students provided feedback. including the quality of
writing on the instructions and content. The result of all feedback resulted in the final

version of the assessment that was used to carry out the case study.

3.3 Pilot Case Studyv Procedure
The simulation was tested with students enrolled in CSE 360. Introduction to
Software Engineenng. at Anzona State University. The expenmental design was a One-
Group Pretest-Posttest Design (Gall. Borg & Gall. 1996). The experimental group

participated in course lectures and used the simulator. As the intent for the study is to
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assess how effective the addition of the simulator is to the course. this experimental

design is appropnate (Gall. Borg & Gall. 1996).

Students enrolled in the researcher’s section during the Spring 2002 semester
participated in the case study. In accordance with Human Subjects procedures.
participation in the study was voluntary. The expenmental group contained 17 students
(14 of whom completed the entire case study). and were identified with a codeword of
their choosing. The students did not receive teedback on their pretest performance. After
the administration of the pretest. the experimental group utilized the simulator ten days.
Students were asked to use the simulator once using each Requirements Elicitation
technique. allowing them to explore the entire simulator. Proof of completion (besides
the assessments) was the submission of two reports generated by the simulator, one report
for cach elicitation technique type. In order to assess the effectiveness of the simulation,
the participants were administered the pretest and posttest on the topics covered by the
simulation. Since the simulator is intended as a supplement to the course. the case study
was conducted near the end of the course. The case study was conducted well after
lecture (and project) was conducted on the topics portrayved in the simulator. Also. this
timing was chosen since the use of the simulator during the critical periods. the
requirements and design phases. of the team project would have been overwhelming to
the students.

Since the students volunteered to participate in the study, attrition was not
considered to be a significant threat. Since the course is quite large, the 17 participants

was acceptable to test this proof-of-concept and withstood the 3 students who withdrew
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from the case study. In addition a raffle of gift certiticates. computer books and other

small prizes was used to compensate students who participated.

Even with such compensation. the recruitment of participants was difficult.
Volunteers were required and anonymity was paramount. in order to comply with Human
Subjects regulations. As such. no extra credit for participation was allowed. Such

motivation may have encouraged more participation.

3.4 Additional Pilot Cuse Studv Design Considerations

Since the students were from the same class. the possibility that students
discussed the simulator was a real one.  The content of the simulator was designed to
provide several different versions in order to provide different experiences. As such.
very tew students viewed the same content in the simulator thus minimizing the
possibility of sharing information. In terms of external validity participants cannot be
fully generalized to the general population of undergraduate students in an introductory
Sottware Engineering course. Due to the fact that the participants were volunteers whose
diversity could not be controlled. the 14 participants serve more as a group testing the
potential of the simulator and hypothesis rather than an absolute answer. Further research
with a larger. broader set of students is needed in order to generalize the results to all
students.

In terms of ecological validity, the experiment is repeatable. The expennmental
details and the assessment content is presented in enough detail so that it can be repeated
in another instructional setting. Since the students are only exposed to the single type of

treatment (the simulator). multiple-treatment interference is not an issue in this case study
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(Gall. Borg & Gall. 1996). Students in the experimental group received no additional

instruction (other than that denived from the lecture and the text). thus addressing the
Hawthome Effect. Also. the use of the codewords and any submission of matenais was
completely anonymous. As such. each student participated with complete confidence
that his her privacy was in tact. without any intentional or unintentional influence by the
researcher. Unlike instances of testing student attitudes. this expenment addressed
Pretest sensitization due the testing concepts and their application. In order to address the
interaction of the time of the posttest and the treatment effects. the posttest was
administered within four days following the end of the expennment.

The duration of the experimental treatment was bnef. 10 days, thus History and
Maturation factors was not an issue in this study. All lecture and course work related to
requirements engineering was conducted betore the case study. The pretest and posttests
were the same. although the questions were in a different order. The intent for placing
the questions n a different order was to decrease the possibility that questions were
recognized. The students were instructed to answer to the best of their ability. and to not
guess answers to questions. . While the use of the sume test can cause problems with
internal validity. potential problems were minimized by resorting the questions and by

the fact that the answers were not supplied to the students.

3.5 Pilot Case Studv Analyvsis
The results were analyzed from the 14 students who completed both the pretest
and the posttest. Each main topic area (requirements elicitation, requirements analysis,

requirements validation. and requirements management) is presented separately. Overall,
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students increased their knowledge in requirements engineering. In order to ascertain

whether the amount of improvement is statistically significant for this small population.
the Wilcoxon test was used. The Wilcoxon test is used to see whether the median in two
populations differ in size. especially when the sample population is small and in an
unknown distribution (Hollander. 1999). In this case study. the two samples. are the
pretest and posttest score for each participant in the group. The key 10 this test is to work
with the difference in the posttest score from the pretest score (where | means correct and
0 means incorrect). It no change (no improvement) has occurred. then the median
difterence between the pretest responses and the posttest responses for a group is 0. If
change (improvement) has occurred. then the median difference is less than 0 between
the pretest responses and the posttest responses for a group. The results have a 94.8%
confidence level. The statistics were calculated using Minitab for Windows version 13.
The extents of the gains vary from topic to topic. as the subsequent sections will
present. In the tables where results are summarized. the question numbers used are those

from the Pretest in order to provide consistency.

3.5,/ Requirements Elicitation

The students improved their understanding of both the facilitated meeting and
interview techniques. Moderate gains in knowledge resided in the Comprehension level
rather than at the Application level of Bloom's Taxonomy. as presented in Table 9 and

Table 10.
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Table 9

Summary of results for the facilitated meeting technique

Facilitated Number of Facilitated Number of
Meeting - Students who Meeting - Students who
Assessment Comprehension Answered Application Answered
Level % Correctly Level % Correctly
Correct (=1) Correct (223)
Pretest 429 0 14.3 2
Posttest 67.3 9 21.4 3

The increases in the facilitated meeting technique was 24.4%. with 3 more
students answering the question correctly. and the increases in the interview meeting
technique was 28.6%0. with 4 more students answering the question correctly. The
increases in the facilitated meeting technique was 24.4%. with 3 more students answering
the question correctly. and the increases in the interview meeting technique was 28.6%o.

with 4 more students answenng the question correctly.

Table 10

Summary of results for intenview technique

Interview - Number of Interview - Number of
Comprehension  Students who Application Students who
Assessment Level Average Answered Level Average Answered
%o Correct (%2) Correctly o Correct (312) Correctly
Pretest 57.1 8 21.4 3
Posttest 85.7 12 14.3 2

While the number of students who answered the Application level questions was
consistently quite low. a possible reason is in the nature of the questions. The

Application-level questions required students to select four items to create the correct
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answer. With both questions. only 2 to 3 students sclected all of the correct portions of

the answer. The number of students who improved their scores by selecting more correct
items in the posttest than in the pretest was significant. In the facilitated meeting
question. 9 of the 14 students improved the number of correct items selected. Of the
remaining 3 students. 4 had no change in the number of correct answers and 1 showed a
decrease in the number of correct answers. In the interview question. 9 of the 14 students
improved the number of correct items selected in their answers. Of the remaining 3
students. 3 had no change in the number of correct answers and 2 showed a decrease in
the number of correct answers. Out of all student responses 1n this topic area. a 30%
percent INCrease in correct answers exists between the pretest and posttest.

Further analysis was conducted in order to assess whether the improvement was
statistically significant. For the Facilitated Meeting technique. the results were mixed.
The improvement at the Comprehension level was not statistically significant (p = .176).
but the improvement at the Application level was staustically significant (p = .006).
Similarly. the results for the Interview technique were mixed. At the Comprehension
level. the results were not statistically significant (p = .05). but the improvement at the
Application level was statistically significant (p = .015).

The improvement. especially at the Application level. can be attributed to the
simulator. The detailed simulated process of eliciting requirements allows students to
participate in the lengthy process of either the facilitated meeting or interview technique.
Students are able to explore the ongoing process. including leaming from failure to ask

the right questions or to interact with the nght people. Without the simulator. students
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rely on asking the instructor questions and reading the project description. The

simulator has added value in this topic area.

3.5.2 Requirements Analvsis

In the past. the researcher noticed that students had difficulty with basic
understanding of nonfunctional requirements. As such. the questions regarding
requirements analysis included understanding at the Knowledge level of Bloom's
Taxonomy. in addition to questions at the Comprehension and Application levels. While
the intent is for students to increase their level of understanding to the Comprehension
level. Application level questions were added in order to further gauge student
understanding of the matenial. These Application level questions coincided with the
interactive nature of the simulation. where students applied their knowledge of the
various tyvpes of requirements analysis.

The students demonstrated greater understanding of requirements analysis at all
three levels tested. as shown in Table 11. The largest gains in knowledge resided in the
Comprehension and Application level of Bloom’s Tuxonomy. The gains at the
Knowledge level are more modest since an average of 10 students answered these
questions correctly during the pretest and an average of 11.6 students answered the
questions correctly during the posttest. In regard to the Knowledge question for
nonfunctional requirements. only 8 students answered the question correctly during the
pretest but 11 students selected the correct answer during the posttest. None of the results

are statistically significant, and the small margin for improvement was a factor (see Table

12).
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Table 11

Summary of results for requirements analvsis

Knowledge Average  Comprehension Average Application Average
Level Number of  Level Average  Numberof  Level Average  Number of
Assessment  Average ‘o Students o Correct Students 2o Correct Students
Correct who (=13-16) who =17-19) who
1=3-7) Answered Answered Answered
Correctly Correctlv Correctly
Pretest 1.4 10 3554 775 31 4.3
Posttest $29 11.6 14 10 47.6 6.7

At both the Comprehension and Application levels of Bloom's Taxonomy.
students improved their understanding of requirements analysis. More students answered
more questions correctly in both levels of understanding. In some topics. Scope and
Prionity. the number of students who answered the Comprehension level questions
correctly was nearly the same (between a U and 2 student difference). Volaulity and
Nonfunctional questions showed a 3-student increase in correct responses. The
understanding of Volatility and Scope was also increased at the Application level. with 4
more students and 3 more students (respectively) correctly answering the relevant
questions on the posttest (from <4 students during the pretest for both topics).

Out of all student responses In this topic area. a 21.4°o percent increase in correct
answers exists between the pretest and posttest. Of the remaining students. 66.1° had no
change 1n the number of correct answers and 12.5% showed a decrease 1n the number of
correct answers. The increase in the number of students who understand the concept of
Volatility 1s made possible by the potential for increase. since so few students understood

Volatility bevond a basic level. This increase is not statistically significant (p = .086).
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but 1t 1s the closes of all results to being statistically significant. In using the simulator,

the students were able to see the dynamic nature of project requirements and the changing
needs of the customer (even on the limited scale). During the course. requirements are
rarely changed after the requirements phase 1s completed so that the students have a fair

chance to complete the project by the end of the semester.

Table 12

Summary of statistical significant results for requirements analvsis

Assessment p-value 194.8"0 Confidance interval)  Estimated Median
Knowledge Level (23) 97" 0
Knowledge Level (54) 233 0
Knowledge Level (25) 186 0
Knowledge Level (26) 186 0
Knowledge Level (=7) 176 0
Comprehension Level (213) 140 0
Comprehension Level (214) 394 0
Comprehension Level (515) 186 0
Comprehenston Level (216) 176 0
Application Level (217 091 0
Appiication Level (518) 72 0
Apphication Level (219) 086 -3

The increase in the number of students who understand Scope at a higher level
(Application) is due the fact that the simulator allows the student to explore the concept
of scope and make mistakes. During the course. the instructor corrects student project
documentation when requirements are added that are out of the project’s scope. Asa
result, the student does not see the consequences of developing requirements that are out-
of-scope.

These two topics illustrate how the nature ot the large project simulator. allowing

students to participate in a seemingly realistic project by interacting with a variety of
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people. offers more opportunities for learning. The large project enables students to

work on a project where interaction and analysis is needed. The student has to put effort

into making the project successful.

3.5.3 Requurements Validation
Although the objective was for students to improve their understanding from the
Comprehension and Application levels (for different sub-topics) to the Analysis level of
Bloom's Taxonomy. all sub-topics were tested at the Comprehension. Application. and
Analysis levels. Overall, the students had virtually no improvement in their
understanding of requirements validation. The largest gains seemed to be at the

Comprehension level with the virtually no improvement at the Application and Analysis

levels of Bloom's Taxonomy. The summary of the results are summanized in Table 12.

Table 13

Summary of results for requirements validation

Comprehension  Average  Application  Average Analysis Average
Level Questions  Number of Level Number of Level Number of
Assessment Average %o Students Questions Students Questions  Students who
Correct (=8, 9) who Average Yo who Average %o Answered
Answered Correct Answered Correct Correctly
Correctly (=10.20) Correctly (¥21.22)
Pretest 53.6 7.5 39.3 5.5 14.3 2
Posttest 67.9 9.5 46.4 6.5 17.9 2.5

The number of students who answered questions correctly was virtually
unchanged, although an average of 2 students answered the Comprehension level

questions correctly. The number of correct responses in the Comprehenston, Application,
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and Analysis levels was unchanged. with the exception of the Comprehension level

question where 2 more students answered the question correctly.

Out of all student responses in this topic area. a 235% percent increase in correct
answers exists between the pretest and posttest. The improvements are derived from the
Comprehension level questions and the stakeholder-related question at the Application
level. These improvements. most notably with the stakeholder-related questions at the
Comprehension and Application level. can be attributed to the emphasis on selecting
stakeholders 1n the simulated inspection process. The improvement at the Application
was stistically significant (p = .023). while the improvement at the Comprehension level
was not statistically significant (p = .265) as shown in Table 14.. In using the simulator.
the students were able to participate in the inspection process and receive both immediate
and delayved feedback from teammates and project stakeholders. During the course. the
inspection process is conducted solely within the team and within during the course of
one class meeting. Afterwards. the instructor advises the student on issues that are not
caught during the inspection. The student relies on such feedback during the project -
which 1s not realistic 1n industry. A gap still remains in the process whereby analysis is
not possible. with only 3 students answering the analysis question correctly. In nearly all
cases the results are not statistically significant. as many students’ answers did not change

at all (correct or incorrect).
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Table 14

Summary of statistical significant results for requirements analysis

Assessment p-value (94.8°¢ Confidance interval)  Esumated Median
Comprehension Level (=8) 265 0
Comprehension Level (59) 233 0
Application Level (=10) 673 0
Apphication Level (520) 023 =5
Analvsis Level (221) 673 0
Analvsis Level (222) 394 0

Issues do remain in the validation process. Although student improvement is
noted at the Application level. more than half of the students still do not understand
requiremnent validation at the Application level of Bioom's Taxonomy. Since the
objective was 10 achieve the Analvsis level. work stuill remains. Such potenual for

improvement will be addressed in Chapter 6.

3 3.4 Requurements Munagement

Several students improved their understanding of requirements management.
While gains are evident at both the Comprehension level and the Application level. the
larger gains are at the Application level of Bloom's Taxonomy. The summary of the

correct response results are summanzed in Table 15.
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Table 15

Summary of results for requirements management.

Comprehension Average Application Average
Level Questions  Number of  Level Questions Number of
Assessment Average %o Students who Average %o Students who
Correct (=11.24)  Answered  Correct (225, 26) Answered
Correctly Correctly
Pretest 429 6 25 3.5
Posttest 67.9 9.5 53.6 )

At both the Comprehension and Application levels of Bloom's Taxonomy.
students improved their understanding of requirement management. More students
answered more questions correctly in both levels of understanding. At the
Comprehension level. 9.5 students answered the questions correctly at the posttest while
6 students answered the questions correct dunng the pretest. At the Application level. 4
more students correctly answered the relevant questions on the posttest (from 3.5 students
during the pretest for both topics).

The noted increase in the number of students who understand requirement
management at the Application level is made possible by the potential for increase. since
so few students understood the topic bevond a basic level. In using the simulator. the
students were able to participate in the change management process and receive feedback
from teammates and the customer. During the course. no change management tasks are
completed after project delivery. The student relies on course lecture and reading for this
material. The simulator offers students the opportunity to truly understand the purpose
and process of managing requirements. Out of all student responses in this topic area. a

28.6%o percent increase 1n correct answers exists between the pretest and posttest.
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In terms of statistical significance. the results are mixed though promising. In

terms of understanding the role of requirements management (question =11). there results
were not statistically significant at p= .233 with an estimated median ot' 0. Howeverin
terms of understanding the evaluation (at the Comprehension level) and analyvzing
requirements changes (at the Application level). the improvements for these questions (24
and 235, respectively) are statistically significant at p = .03 and p = 011. respectively. with
an estimated mean of -.5 in both instances. The results for understanding auditing in the
requirements management activity (question =26) is not staticstically significant at p = .3
with an estimated mean of 0.

Issucs do remain with the requirement management process. Although student
improvement is noted. many students still do not understand requirement management at
the Application level of Bloom's Taxonomy. Potential for improvement exists and will

be addressed in Chapter 6.

3.6 Cuse Studv Procedure

In order to compare the impact of the use of the simulator to understanding, a
different study was undertaken. During the case study. one group of students used the
simulator while the other group did not use the simulator. The environment also differed.
The simulation was tested with students enrolled in the undergraduate Software
Requirements and Specification course at the Rochester Institute of Technology. The
course was a required. upper-division course for students in the Software Engineering
program. All of the students were enrolled in the Sottware Engineering program. The

prerequisites for the course are the Introduction to Software Engineering course. the
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Design course. and the Formal Methods course. While the Introduction to Software
Engineering course provides an overview of Software Engineering. it does not have as
much breadth and depth (in some areas) in the topics as the Introduction to Software
Engineering course at Arizona State University contains. The subsequent courses at RIT.
such as the Requirements course. provide opportunity to learn about the vanous Software
Engineering topics. In addition. RIT follows a 10-week quarter svstem while ASU
follows the semester svstem.

The expenimental design consists of the Pretest-Posttest Control-Group Design
(Gall. Borg & Gall. 1996). The members of both the control group and the expenmental
group were all enrolled in the Requirements and Specification course. The control group
participated in the course lectures and assignments. but did not use the simulator. The
expenimental group participated in course lectures and assignments, while using the
simulator. Both groups took the pretest and the posttest. The students were randomliy
assigned to cither the control group or the experimental group. Since the student
population 1s traditional in terms of age and is extremely male-dominated. no attempts
were made to equalize the group assignments.

Students enrolled in the course during the Fall 2002 quarter participated in the
study. The course was taught by the author. The experimental group contained 12
students (30" of enrollment). and the control group contains 12 students (50°¢ of
enrollment). The remaining 3 students did not volunteer for the study. The students were
identified with a codeword of their choosing. The pretest was administered at the
beginning of the course. The students did not receive feedback on their pretest

performance. Upon receipt of the pretest. the students were asked not to guess the
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answers 1o the questions. Instead if the student did not know the answer. then he or

she was instructed to select the I do not know ™ response.

At the beginning of the fourth week of class. the expenimental group utilized the
simulation for ten days. Students were asked to use the simulator once using each
Requirements Elicitation technique. allowing them to explore the entire simulator. Proof
of completion (besides the assessments) were the submission of two reports generated by
the simulator. one report for each elicitation technique type. The posttest was
administered after the 10-day period allotted for student use of the simulator - this will be
at the beginning of the sixth week of class. The expenment was conducted during the
lecture on the topics portraved in the simulator.

As with the pilot case study. the pretest and posttests were the same. although the
questions were 1n a difterent order. In addition. the assessment was the same one used
for the pilot case study. The pnmary data collected consisted of the assessment
responses.. Additional data collection included the extent of industry expenience. gender.
and the extent of English fluency (native. English as a second language non-native).
Due 1o the fuct that the additional data presented a picture of a homogeneous group. the
additional data was not used to further analyze the assessments results. Specifically. out
of the 24 participants 2 students were women. 2 students were not native English
speakers. and all of them had at least 6 months of industry experience (due to required

CO-Op experience).
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3.7 Additonal Cuse Studv Design Considerations

Many of the design considerations addressed for the case study were identical to
the those addressed duning the pilot case study. The content of the simulator sull
provided difterent expenences for the students. As such. few students viewed the same
content in the simulator thus minimizing the possibility of sharing information. In terms
of external validity participants cannot be fully gencralized to the general population of
undergraduate students in a Requirements and Specification course as the academic
program'’s co-op requirement is not representative ot all universities. This industry
experience may influence the results. Also. the participants were not diverse in
demographics though they are representative of students at RIT. Further research with a
larger. broader set of students is needed in order to generalize the results to all students.

Like the pilot case study. the experiment is repeatable. Thus. ecological vahdity
is addressed. The experimental details and the assessment content is still presented in
enough detail so that 1t can be repeated in another instructional setting. Multiple-
treatment interference is still not an issue in this case study since the students are only
exposed to the single tyvpe of treatment (the simulator). (Gall. Borg & Gall. 1996).
Students in either group received no additional instruction (other than that derived from
the lecture and the text). thus addressing the Hawthome Effect. Also. the use of the
codewords and any submission of materials was completely anonymous. As such. each
student participated with complete confidence that his her privacy was in tact, without
any intentional or unintentional influence by the researcher. The case study also

addressed Pretest sensitization through the testing of concepts and their application. In
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order to address the interaction of the time of the posttest and the treatment effects. the

posttest was again administered within four days following the end of the experiment.
Like the pilot case study. the duration of the experimental treatment was brief, 2

weeks. thus History and Maturation factors was not an issue. All lecture and course work

related to requirements engineering topics contained in the simulator was conducted

before the case study.

3.8 Case Studv Anulvsis

The results were analyvzed from the 24 students who completed both the pretest
and the posttest. The questions with each main topic area (requirements elicitation.
requirements analyvsis. requirements validation. and requirements management) is
presented separately. The students trom this case study scored much higher than the
students tfrom the pilot case study. This fact allowed for only small room for
improvement in many cases. Despite this circumstance. students increased their
knowledge in some areas of requirements engineenng.

As with the pilot case study. the Wilcoxon test was used in order to ascertain
whether the amount of improvement is statistically significant for this small population.
In this case study. the two samples. are the pretest and posttest score for each participant
in the group. The key to this test is to work with the difference in the posttest score from
the pretest score (where | means correct and 0 means incorrect). If no change (no
improvement) has occurred. then the median difference between the pretest responses and
the posttest responses for a group is 0. [f change (improvement) has occurred. then the

median difference is less than 0 between the pretest responses and the posttest responses
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for a group. The results have a 94.5% confidence level. The statistics were calculated

using Minitab for Windows version 13.
The subsequent sections present the extent of the gains by topic. In the tables
where results are summarized. the question numbers used are those from the Pretest in

order to provide consistency.

3.5.1 Requurcments Elicitation

Both the experimental group and the control group improved their understanding
of the elicitation techniques at the Comprehension level. The increase is nearly identical
in the case of the Facilitated Meeting (Table 16). although according to the Wilcoxon test
the expenmental groups increase is statistically significant (p < .05). The increase is
identical in the case of the Interview technique (Table 17). For both groups. the increase
trom 10 to 12 students having answered the question correctly is not statistically

significant (p > .03).

Table 16

Summary of results for the facilitated meeting question =1

Facilitated Facilitated p-value Esiimated

Meeting - Meeting - (94.5% Median
Assessment Comprehension Comprehension confidence

Level = People  Level = People interval)
Correct (71) Correct (3#1)
Pretest Posttest

Expenmental 6 11 .03 -5
Group
Control Group 7 10 .091 0
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Table 17

Summary of results for interview question =2

Interview — Interview - p-value Estimated
Comprehension  Comprehension (94.5% Median

Assessment Level = People  Level = People confidence

Correct (=2) Correct (22) interval)

Pretest Posttest

Experimental 10 12 .186 0
Group
Control 10 12 .186 0
Group

As with the pilot case study. the number of students who answered the
Application level questions correctly was quite low tor both groups (see Table 18 and
Table 19). The Application-level questions required students to select four items to
create the correct answer.

The number of students who improved their scores by selecting more correct
items in the posttest than in the pretest was not signiticant in the overall quantity.
However in terms of the understanding of the facilitated meeting technique at the
application level. the control group had a larger increase in the number of correct
responses. The amount of increase 1s statistically significant for the control group, while
the increase by the experimental group is not. The values recording the number of
students who correctly answered the questions is misleading as the question required four
items to be selected. Very few people in either group correctly identified all four items.
but many participants in both groups increased the number of items correctly identified..
In terms of understanding of the interview technique at the application level. the results

were the opposite as the experimental group had a statistically significant amount of
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improvement. The control group also had some improvement. though it was not

staustically significant. The interview question at the application level was similar in
format to the facilitated meeting question in that four items need to be selected in order to
form a correct answer.

In terms of an effect with the facilitated meeting technique (at the application
level). the simulator did not make a difference. In terms of an effect with the interview
technique (at the application level). the simulator did make a ditference. The difference
in result between the two techniques. is worth noting although the difference in the
number of students who answered the questions correctly is not very high.

However the control group did not perform any better than the expenimental
group. Since the class project gave all students the opportunity to elicit questions from
stakeholders. the lack of any significant is disappointing even in a general sense. More
assessment may be needed in order to further pinpoint strengths and weaknesses in this

arca.

Table IS

Summary of results for the tacilitated meeting question =23

Facilitated Facilitated p-value Estimated
Meeting - Meeting - (94.5% Median
Assessment Application Application confidence
Level # People Level = People interval)
Correct (#23)  Correct (723)
Expernimental 2 4 071 -5
Group
Control Group 1 2 .007 -1
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Table 19

Summary of results for interview question =12

Interview - Interview - p-value Estimated

Application Application (94.5% Median
Assessment Level = People  Level = People confidence

Correct (=12) Correct (%12) interval)
Pretest Posttest

Expenmental 1 4 011 -5
Group
Control Group 1 2 071 -5

3.3.2 Requuirements Analvsis

Both the expennmental and control groups demonstrated an increase of’
understanding at the Knowledge and Comprehension levels. though the increases are not
statistically significant (with minor exception). At both the Pretest and the Posttest. the
scores were nearly identical for both groups (see Tables 20-28). In nearly all cases,
except for Question 16. the pretest scores were very high and not much room for
improvement existed.

In only two questions, was there improvement by a group. Question 4, dealing
with scope at the Knowledge level. the expenimental group improved their understanding
while the control group did not (see Table 21). The simulator had some impact in this
area. though slightly more than the control group's improvement. . Question 16,
addressing volatility at the Comprehension level, the control had statistically significant
improvement over the expenmental group (see Table 28). In both cases, the overall

difference between the groups is | person. In this area. the simulator had no impact.
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Summary of results for requirements analysis question #3 - priority

101

Knowledge Level Knowledge Level p-value Estimated
= People Correct = People Correct  (94.5% confidence Median
Assessment (33) Pretest (3) Posttest interval)
Expenimental 11 12 .05 0
Group
Control Group 11 12 5 0
Table 21
Summary of results tor requirements analysis question =4 - scope
Knowledge Level  Knowledge Level p-value Estimated
= People Correct = People Correct (94.5% confidence Median
=4) Prete =4 s :
Assessment {=4) Pretest {=4) Posttest interval)
Experimentai 8 12 .05 -5
Group
Control Group 8 11 .091 0
Table 22
Summary of results for requirements analysis question =3 - volatility
Knowledge Level Knowledge Level p-value Esumated
= People Correct = People Correct {94.5¢ confidence Median
=%) Pretest s5) Pos terv
Assessment (=5) Pretes {#3) Posttest interval)
Experimental 12 12 Not applicable.  Not applicable.
Group since all since all
responses were responscs were
correct correct
Control Group 9 12 .091 0
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Table 23

Summary of results for requirements analysis question =6 - requirement type

Knowledge Level  Knowledge Level p-value Estimated
= People Correct = People Correct  (94.5% confidence Median
Assessment {=6) Pretest (=6) Posttest wnterval)
Experimental 10 11 5 0
Group
Control Group 11 12 5 0
Table 24

Summary of results for requirements analysis question =7 - requirement type

Knowledge Level  Knowledge Level p-value Estimated
= People Correct = People Correct (94.5% confidence Median
Assessment {=7) Pretest 1=7) Posttest interval)
Expenmental 9 12 091 0
Group
Control Group 10 12 186 0
Table 25

Summary of results for requirements analysis question =13 - requirement type

Comprehension Comprehension p-value Estimated
Level = People Level = People (94.595 confidence Median
Assessment e
Expenmental 11 12 S5 0
Group
Control Group 9 11 .186 0
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Table 26

Summary of results for requirements analysis question =14 - scope

Comprehension Comprehension p-value Estimated
Level = People Level = People {94.5° confidence Median
Assessment Correct Correct interval)
e (=14) Pretest {=14) Posttest
Expenmental 8 10 233 0
Group
Control Group 9 10 395 0
Table 27
Summary of results for requirements analysis question =13 - priority
Comprehension Comprehension p-value Estimated
Level = People Level = People (94.5%, confidence Median
Assessment Correct Correct interval)
) (=15) Pretest (=13) Posttest
Expenimental 9 11 186 0
Group
Control Group 9 11 233 0
Table 28
Summary ot results for requirements analyvsis question 16 - volatility
Comprehension Comprehension p-value Estimated
Level = People Level = People 194 3%, confidence Median
Asscssment Correct Correct mterval)
Asse n (=16) Pretest 1=16) Posttest
Expenmental 6 9 091 0
Group
Control Group 6 10 .05 -5

The positive impact of the simulator for the Application level is limited. In Table

29. the experimental group’s improvement is shown as being statistically significant

while the control group had no improvement. In this area, and the other two questions at

the Application level. both groups had an increase in the number of correct responses
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though the overall increase was not significant (see Table 30 and Table 31). The

simulator only had an impact in the area of Scope. as happened at the Knowledge level.

Table 29

Summary of results for requirements analysis question =17 - scope

Application Level Application Level p-value Estimated
= People Correct = People Correct (94.5% confidence Median
1=17) Pretest =17 Posttest interval)
Assessment
Expenmental 3 8 .03 -5
Group
Control Group 4 6 233 0
Table 30
Summary of results for requirements analysis question =18 - prionty
Apphcation Level  Apphcation Level p-ralue Estimated
= People Correct = People Correct (945, confidence Median
(=18) Pretest {=1%) Posttest interval)
Asscssment
Expenmental 4 - 140 0
Group
Control Group § § 372 0
Table 31
Summary of results for requirements analysis question =19 - volatility
Applicauon Level  Applicanon Level p-value Esumated
= People Correct = People Correct (94.3%0 confidence Median
(=19) Pretest {=19) Posttest intenval)
Assessment
Expenmental § 11 .091 0
Group
Control Group 8 10 186 0

The common improvements made by both groups may be attributed to the course

project rather than the simulator. During the course project. the students applied the
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concepts and techniques used in class on a quarter-long project that solelv

concentrated on the requirements engineering process. As such. the students had hands-

on experience that provided more opportunity than the students in the pilot case study

received.

3.3.3 Requirements Validation

In the area of Requirements Validation. both groups of students had statistically
significant improvement at the Comprehension level (see Table 32 and Table 33) and the
Application level (see Table 34 and Table 33). The expenmental group did have a larger
improvement than the control group at the Application level. as shown in Table 35. The
simulator did not have an impact in this area. While the concepts addressed in these
questions were represented in the simulator but not in the class project. though they were

presented in lecture. The improvement 1s most likely attnbuted to the lecture. since it is

the common element.

Table 32

Summary ot results for requirements validation question =8

Comprehension Comprehension p-value Estimated
Level Question = Level Question = (94.5°% confidence Median
Assessment Peopie Correct People Correct mnterval)
(=8) Pretest (=8) Posntest
Expenmental 5 12 011 -5
Group
Control Group 6 12 018 -.5
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Table 33

Summary of results tor requirements validation question =9
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Comprehension Comprehension p-value Estimated
Level Question = Level Quesuon = (94.5% confidence Median
Assessment People Correct People Correct interval)
(=9) Pretest {=9) Posttest
Expernimental 7 11 .03 -5
Group
Control Group 3 10 .03 -.5
Table 34
Summary of results for requircments validation question =10
Applicaton Level  Application Level p-value Estimated
Question = People  Question = People  (94.3%4 confidence Median
Correct(=10) Correct 1=10) wtnterval)
Assessment Pretest Posttest
Expernimental 4 1 011 -3
Group
Control Group 2 8 018 -5
Table 33
Summary ot results for requirements validation question =20
Apphication Level  Applicauon Level p-value Esumated
Quesuon = People  Question = People  (94.5% confidence Med:an
Assessment Correct (220) Correct (=20) interval)
Pretest Posttest
Expennmental I 9 .005 -1
Group
Control Group 2 7 011 -5

While both groups generally made the same progress at the Analysis level. as

shown in Tables 36 and 37. The expenmental group did make statistically significant

progress in tor question 21 (see Table 36). while the control group did not have such

improvement (they had no change whatsoever). An anomaly existed in the pretest results
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for this question as the control group had a far greater number of students who

answered the question correctly than existed in the experimental group. While an impact
from the simulator mayv have occurred. more study is needed due to the anomaly.

Both groups had no overall improvement in their understanding for question 22
(see Table 37). It is worth noting that both groups had a very high number of students
who answered the question correctly initially. so there was not much room for

improvement.

Table 36

Summary of results for requirements validation question =21

Analvsis Level Analvsis Level p-value Estimated
Question = People  Question = People (94.5% Median

Assessment Correct (=21 Correct (=21) confidence
A Pretest Posttest ; c

interval)
Expcerimental 2 § 018 -5
Group
Control Group 7 - 572 0
Table 57

Summary of results for requirements validation question =22

Analyvsis Level Analysis Level p-value Estimated
Question = People  Question = People (94.5% Median

Correct (522) Correct (222)

Assessment ) confidence
Pretest Posttest .
interval)

Expenmental 9 10 395 0
Group
Control Group 10 11 395 0
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Both groups achieve the Analysis level. basically due to the fact that they

already achieved 1t at the pretest. The difference between the pilot case study population
and the case study population 1s staggering.. Further study is needed to rectify this in
terms of generalizing to the general population. Such potential will be addressed in
Chapter 6.
3.5.4 Requirements Management

The results from the pretest and posttest were interesting. not so much in the anyv
significant improvement of the students but rather in the lack of anv need for
improvement. The levels of understanding. at the Comprehension and Application levels.
were very high, as shown in Tables 38 to 41. Not much room for improvement remained

for cither group. and the calculated significance (or lack thereof) reflects that.

Table 38

Summary of results for requirements management question =11

Comprehension  Comprehension p-value Estimated

Level Question Level Question (94.5% Median
Assessment = People = People confidence

Correct (=11) Correct (=11) interval)
Pretest Posttest

Experimental I 12 5 0
Group
Control Group 10 11 395 0
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Table 39

Summary of results for requirements management question =24

109

Comprchension Comprehension p-value Estimated
Level Question Level Question (94.5% Median
Assessment = People = People confidence
Correct (=24) Correct (= 29) interval)
Pretest Posttest
Experimental 11 12 5 0
Group
Contro! Group 11 11 673 0
Table 40
Summary of results for requirements management question =25
Application Application p-value Estimated
Level Question Level Question (94.5% Median
Assessment = People = People confidence
Correct (=23) Correct (225) interval)
Pretest Posttest
Expenimental 10 11 .395 0
Group
Control Group 10 11 395 0
Table 41
Summary of results for requirements management question =26
Application Application p-value Estimated
Level Question Level Question (94.5% Median
Assessment = People = People confidence
Correct (226) Correct (726) interval)
Pretest Posttest
Experimental 11 11 Not applicable.  Not applicable.
Group since all since all
responses were  responses were
correct correct
Control Group 8 11 .091 0
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The difference in the pilot case studyv population and the case study population

is again evident. While the course project did include aspects of change management.
even this was not a factor in the results as the students started the course with a high level
of understanding. While the students are representative of their university. thev are not

representative of the general population of students studyving Software Engineenng.

3.9 Summany

This chapter presents the design and execution of the simulator assessment. The
details of the experimental method utilized. along with additional methodological
considerations. are described for both a ptlot case study and the experimental case study.
In addition. the results of both case studies are presented. In the pilot case study. the
students” overall understanding of requirements engineering increased in the level of
Bloom’s Taxonomy. The most notable areas of improvement are in requirements
elicitation and requirements management, as both arcas had improvement that is
statistically significant. Improvement in the experimental case study was more illusive as
the students started with such a high level of understanding. Some areas of improvement
by the expenmental group are Requirements Analysis (Scope) and Requirements
Elicitation (Facilitated Meeting). The next chapter presents the future work for this
research. including those alluded 1o in the requirements validation (section 5.5.3) and

requirements management sections (section 3.5.4).
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Chapter 6. Conclusions and Future Work
6.1 Conclusions

This research endeavor arose from the need to enhance the educational experience
for undergraduate Software Engineering students in order to prepare them for industry.
The research objective is to define and evaluate a model that provides undergraduate
Software Engineering students with the knowledge and skills normally acquired while
working on a large project. The development of a model. based on System Dynamics
Modeling. and a large project simulator has been tested for use in the undergraduate
Sottware Engineening classroom. In conjunction with the model. a hypothesis was tested
whereby students who use the simulator can better understand the Requirements Analysis
and Specitication activities in a long-term project than students who did not use the
simulator. The results of this research has contributed to the field of Software
Engineering and Computer Science Education in the three ways outlined in Chapter 1.

First. the effectiveness of the model and simulator (the hypothesis) was tested in
the torm of the two case studies. The pilot study showed a general success of the
hypothesis. showing a potential for increased student learning of Requirements Analysis
and Specification activities in a long-term project. This recognition was demonstrated by
the increase in the level of understanding in various requirements engineering topics
using Bloom’s Taxonomy as the measure of understanding. Nearly all four areas directly
addressed in the simulation showed improvement. The areas of Requirements Elicitation
and Requirement Management showed the most improvement in terms of student
movement up Bloom's Taxonomy. Improvement in these areas is statistically signficant.

Students also showed improvement in their level of understanding for Requirements
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Analysis. though the improvement was between the Knowledge and Comprehension

levels rather than the Comprehension and Application levels. Improvement in these areas
was not statistically significant however

Success was not across all topics. as student understanding of Requirement
Validation was nearly unchanged resulting in no statistically significant improvement.
Possible reasons for the lack of success range from learning style differences to
motivation. Students have different learning stvles. As a result. the Requirement
Validation portion of the simulator did not address a wide vanety of learning styles.
Students who may need auditory reinforcement (or other perception-related issues
affecting leamning) or have emotional or sociological needs that affect learmning that the
simulator does not address. The anonymous student volunteers could not have their
learning styvles assessed by the researcher and the students themselves may not be
sufficiently aware of their own leamning stvles to share the information in the form of a
sunvey. Also. some students may simply not have put effort into all topics. While proof
of completion (in terms of the reports) was requested. the amount of ime or effort
allocated to the case study participation was not measured. The application and analysis
of concepts often requires the student to take notes and refer to them throughout an
activity. If care was not taken to write or refer to notes. then the activity would be more
difficult to accomplish. Students were not asked to submit their notes in order to simplify
case study participation. Regardless. further analvsis is needed in order to address the
learning style issues - see Section 6.2 for further details. Although student understanding
did not increase at some of the higher levels of Bloom’s Taxonomy. increased

understanding was measured at the lower levels of understanding for those topics. Thus
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while issues in learning styles (or otherwise) impacted higher-level leaming more so

than the lower levels of understanding (e.g. Knowledge and Comprehension). As the
pilot case study did not utilize control group. a second case study was conducted in order
to fully test the hypothesis with both an expenimental group and a control group.

The additional case study revealed how two highly skilled populations compare.
with one population utilizing the simulation and the other population not having utilized
the simulation. Unlike the pilot case study. the areas where the simulator had an impact
were few. Specifically the areas of impact consisted of Requirements Elicitation
(Facilitated Meeting). Requirements Analysis (Scope). and Requirements Validation.
The simulation had an impact at the Application level of Requirements Validation and
the Application level of Requirements Analyvsis (Scope). Some potential for impact does
exist. The control group did not improve in these areas. Generally. both the
experimental group and the control group made some improvement in all topics. In some
areas. such as Requirements Validation. the scores for the pretest started out so high that
there was not much room for improvement. Such a high skill. though impressive. made
data analyvsis and conclusions difficult to conduct. The simulator seems to be less useful
for students who are advanced or enrolled in a Requirements Engineering course.

Second the Requirements phase of a project was modeled using System Dynamics
Modeling. Such a model. though simple. enabled a different area of development to be
modeled and provided a foundation for the simulator (as outlined in Chapter 4). The
Abdel-Hamid model has been modified over the vears (Rubin. Johnson & Yourdon.
1994:; Tvedt. 1996) but the model the additional revisions do not address the requirements

phase. The pnmary modeling focus has concemned Project Management (Collofello.
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2000: Rus. Collofello & Lakey. 1998). One of the few undertakings in modeling the

requirements engineering phase. Joint Application Development (JAD) process model.
models the impact of the social interaction with the project’s quality and schedule
(Chnistie & Staley. 2000). The model generated in this research provides a overview of
the activities involved in the general requirements engineering phase. Such a general
model can serve as a foundation for further elaboration and specification. including the
use of specitic process models. Further work is discussed in Section 6.2.

Third. the project simulator itself is a unique product to be used in the classroom
or in training environments. While an apparent by-product. as the simulator not an
abstract theory or algornithm. 1t a unique research outcome that can be used in the
classroom. Students increase their understanding. even 1t at a basic level. of
Requirements Elicitation and Requirements Validation that are not covered adequately in
the course. The role of Requirements Analysis is put into context for students. who only
classity requirements in a limited fashion during the project and exams. In addition.
students learn more about the need for and activities in Requirements Management since
it is not conducted in the course. The details of the simulator requirements and flow of
interaction are presented in detail in Chapters 3 and 4. The highly interactive simulation
engages the students with the various activities involved in the requirements phase and
the subsequent phases of development in the context of a large project. Students
participate in the project. not by inputting values and reading graphs. but by making
selections and responding to quantitative and qualitative feedback from developers and
stakeholders. Students are immersed in the project rather than participating on the

sidelines.
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These contributions provide a foundation for the use of simulation in the
undergraduate. Software Engineening classroom. The potential exists for increased
student understanding in an area of Software Engineering that is often undervalued. The
stmulator. and the underlying model. are tools to assist in this endeavor. Instructors can
utilize the simulator to supplement course lecture and the class project. and researchers

can build upon the model to further requirements engineening research.

6.2 Future Work

With these contnbutions. further study into the use of simulation in the
undergraduate. Software Engineering classroom exists. The fourteen pilot case study
participants cnabled a successful study that tested the concept of a simulation in the
Introductory Software Engineenng classroom. The results were promising. and were
worth further study. The additional case study. consisting of 24 students. provided the
opportunity to truly ascertain whether the simulation had an impact on understanding.
However the population in the second case study scored well in both groups. Some areas
had impact. though a small one. Sull in order to gencralize the results and expand the
application ot the simulation to the greater population of undergraduate Software
Engineening students. To facilitate the ability to generalize the results to the general
undergraduate student population enrolled in the Introductory Software Engineenng
course (or a Requirements Specification course). further study could be designed to
include several course sections. including courses at among several universities. This
time-consuming task. due to the coordination required. could not be undertaken in this

current endeavor. However the researcher intends to do so as the next step in the
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rescarch. Expanding the number of courses addresses the overall issue of the

difficulty in participant recruitment expenenced in the pilot case study and the skill
imbalance would be better distributed than was evident in the experimental case study
population (turther descnbed in Chapter 3).

A larger participant group would also enable different experimental approaches to
be conducted that were bevond the scope of this resecarch. Given that the simulator
increases student understanding. further research would allow comparison between the
benefits of simulation and other techniques (e.g. case studies). The identification and
required validation of a comparable technique required resources that detracted from the
pnmary rescarch contnbution. The undertaking of such an expanded study. the
comparison of the simulator with a (validated) case study. can be accomplished through
the use of a Pretest-Posttest Control-Group Design (Gall. Borg. & Gall. 1996). the same
technique used to conduct the main (expenimental) case study outlined in Chapter 5. A
large pool of participants would be randomly divided into two groups to compare the
impact of the simulator and the case study. The control group would use the case study.
and the expenmental group would use the simulator. Such a study would require careful
planning as extra instruction by the course or lab instructor in order to ensure that each
group utilizes the relevant tool without sharing the knowledge with the other group. The
undertaking is bevond the scope of this initial research. but it is an appropnate follow-up
study.

In addition. a longitudinal study would enable researchers to examine the long-
term effects of simulator use. By tracking both students who have and have not utilized

the simulator. the meaningful feedback would provide researchers valuable insight as to
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the simulator’s effectiveness on students’ long-term habits. After all. the purpose of

introductory Software Engineenng instruction is to prepare future Software Engineers for
industry.

Another focus of revision is to enhance areas of the simulator where topic
understanding fell short of the target learning levels. The Requirements Validation and
area is a topic area that should be examined further. While the_stakeholder concept was
better understood. achievement did not reach the higher levels of understanding for many
students. Caretul attention to different leaming stvle may address this issue. The
inclusion of clectronic notetaking tools or ot a real-time collaborate environment may
address the ditferent leaming styvles and motivation issues. In particular the Requirement
Validation topic 1s complex enough that it could be its own simulator. The process of
vahdating requirements and the tming of validation are examples of Requirements
Validation topics that need to be modeled and simulated at a lower level of granulanty.

Both the model and the simulation can be expanded to include other topics. For
example. the Observation elicitation technique can be added. To better address the
nuances involved in observation. video clips can be tncluded to provide a more
meaningful interaction than the sole use of text that is sufficient for the Interview and
Facilitated Meeting techniques. Also. other knowledge areas such as Design, Testing,
and Project Management can be added to provide more breadth to the experience. In
addition. the model itself can be enhanced to include behavior that more accurately
retlects industry. Partnership with local industry can help develop a more realistic
representation. Such an overhaul would need to be skewed to reflect specific techniques

or domains. such as extreme programming or telecommunications respectively. These
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revisions are well beyond the scope of this research. but the attempt is well worth the

effort.

In order to accomplish these goals. new tools need to be found that can support
the interaction between the model and the interface. While the current interface tool
(Director) supports multimedia. the data exchange technology (Microsoft's Dynamic
Data Exchange) used to share the data between the interface (Interaction Layer) and the
model 1s crude and obsolete.

The research contributed to the field of Computer Science Education and
Software Engineening through the development and instructional application of the model
and simulator. Students can use the simulator to increase their level of understanding of
the Requirements Engineering activities required in a long-term project. The simulator’s
utilization supplements the topics presented in lecture and applied in the course project.
While the current version demonstrates the usefulness of the concept. the model’s
extension can allow 1t to grow in new directions. Further expenmentation will reintorce
the benetits of using simulators as instructional tools in the Software Engineering

curriculum.
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APPENDIX B

SWEBOK TOPICS ORGANIZED BY KNOWLEDGE AREA.
AND CLASSIFIED ACCORDING TO BLOOM'S TAXONOMY
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' Knowledge Area (KA)
|

SWEBOK Course’s Bloom Level
Bloom Level

Software Configuration Management (SCM)
. Management of the SCM Process Knowledge Knowledge
A. Organizational Context for SCM Knowledge Knowledge
B. Constraints and Guidance for SCM Knowledge Knowledge
C. Planning for SCM Knowledge Knowledge
1. SCM Organization & Knowledge Knowledge

Responsibilities

2. SCM Resources & Schedules

Comprehension

Knowledge

2

. Tool Selection & Implementation

Knowledge

Knowledge

4. Vendor Subcontractor Control

Knowledge

NA

. Interface Control

h

Comprehension

?NA

D. SCM Plan Knowledge Knowledge
E. Sunvctllance of SCM Comprehension NA

1. SCM Metrics & Measurements Comprehension NA

2. In-Process Audits of SCM Knowledge NA

II. Software Configuration Identification Comprehension Comprehension
A. Identifving items to be controlled Comprehension Comprehension

1. Software Configuration Comprehension Comprehension

2. Software Config. Item (SCI) Comprehension Comprehension

3. Software Config. Item Comprehension Comprehension

relationships
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
4. Software Versions Comprehension Comprehension
5. Basclines Comprehension Comprehension
6. Acquinng 5Cls Knowledge ? Knowledge
B. SCM Library Comprehension Knowledge
I11. Software Configuration Control Application Application
A. Requesting. Evaluating & Approving Application Comprehension
Software
1. Sottware Configuration Control Application Comprehension
Board
2. Software Change Request Process Application Application
B. Implementing Software Changes Application Application
C. Deviations & Waivers Comprehension NA
IN' SW Contiguration Status Accounting Comprehension Knowledge
A. SW Configuration Status Information ~ Comprehension Knowledge
B. SW Configuration Status Reporting Comprehension Knowledge
V. Software Configuration Auditing Knowledge Knowledge

A. Software Functional Config. Audit

Knowledge

? Knowledge

B. Software Physical Config. Audit Knowledge ? Knowledge
C. In-process audits of a software Knowledge ? Knowledge
baseline

V1. Software Release Management & Comprehension Comprehension
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level

Delivery
A. Software Building Comprehension Comprehension
B. Software Release Management Comprehension Knowledge

Sottware Construction (Prior to the course

in reality)

[. Linguistic Construction Mcthods Not in ver. 0.6 Synthesis
A. Reduction in Complexity Not in ver. 0.6 Synthesis
B. Anticipation of Diversity Not in ver. 0.6 Synthests
C. Structuring for Validation Not in ver. 0.6 Swnthesis
D. Use of External Standards Notin ver. 0.6 Swvnthesis

II. Mathematical Construction Methods Notin ver. 0.6 Analysis
A. Reduction in Complexity Not in ver. 0.6 Analysis
B. Anticipation of Diversity Not in ver. 0.6 Analysis
C. Structuring for Validation Not in ver. 0.6 Analysis
D. Usc of External Standards Not in ver. 0.6 Analysis

[1I. Visual Construction Methods Not in ver. 0.6 Knowledge
A. Reduction in Complexity Not in ver. 0.6 Knowledge
B. Anticipation of Diversity Not in ver. 0.6 Knowledge
C. Structuning for Validation Not in ver. 0.6 Knowledge
D. Use of External Standards Not in ver. 0.6 Knowledge

Software Design
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level

. Software Design Basic Concepts

A. General Design Concepts Comprehension Comprehension

B. The Context of Sottware Design Comprehension Comprehension

C. The Software Design Process Analysis. Analvsis. Evaluation
Evaluation

D. Basic Sottware Design Concepts Analysis Analysis

E. Key Issues in Software Design Comprehension.  Comprehension. Application

Application

[I. Software Architecture

A. Architectural Structures & Application Comprehension

Viewpoints

B. Architectural Styles & Patterns Analysis, Synthesis

(Macro-Arch.) Evaluation

C. Design Patterns (Micro-Arch.) Analysis, Knowledge
Evaluation

D. Design of Families of Programs & Application NA

Frameworks

[11. Software Design Quality Analysis &

Evaluation
A. Quality Attnbutes Analysis Comprehension
B. Quality Analvsis & Evaluation Tools Application, Application

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



133

Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
Analysis
C. Metncs Application. Knowledge
Analysis
IV Software Design Notations
A. Structural Descriptions (static view) Applicaton. Application. Analysis
Analysis
B. Behavioral Descriptions (dynamic Application. Application
view ) Analysis
V. Software Design Strategies & Methods
A. General Strategies Application Application
B. Function-onented Design Apphication NA
C. Object-onented Design Analysis. Application. Analysis
Evaluation
D. Data-structure-centered Design Comprehension NA
E. Other Methods Comprehension. NA
Application
V1. Software Design Tools
A. Mathematical Tools Application Knowledge
B. CASE Tools Application Knowledge
C. Tools for Metrics Application Knowledge
VIl Standards relevant to Software Design Comprehension Application
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Knowledge Area (KA)

SWEBOK
Bloom Level

Course’s Bloom Level

Sottware Engineering Infrastructure

[. Development Methods

A. Heunstuic Methods

1. Structured Methods

Application

Application

2. Data-onented Methods Application Application
3. Object-onented Methods Application Application
4. Domain-specitic Methods Knowledge Knowledge
B. Formal Methods
1. Specification Languages Comprehension NA
2. Retinement Knowledge NA
3. Venfication Proving Properties Comprehension NA
C. Prototyping Methods
1. Stvles Comprehension Knowledge
2. Prototyping targets Comprehension Knowledge
3. Evaluation Techniques Comprehension Knowledge

1I. Software Tools

A. Development & Maintenance Tools

1. Creation & Editing

Application

Application

2. Translation Tools Application Knowledge
3. Analysis Tools Application Knowledge
4. Comprehension Tools Application Knowledge
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
5. Testing Tools Application Knowledge
6. Integrated CASE tools and SE Application Knowledge
Environments
7. Reverse & re-engineering Tools Comprehension Knowledge
B. Management Tools *=not CASE

1. Project planning & tracking tools

Application

Application *

2. Risk analysis & management Knowledge NA
tools
3. Measurement tools Application Knowiedge
4. Defect. Enhancement. Issue Application Application *
5. Contfiguration management tools Application Application *

C. Infrastructure Support tools
1. Interpersonal Communication Application Application
2. Information retnieval Application Knowledge
3. System administration & support Application NA
tools
4. Tool integration techniques Knowledge NA
5. Meta-tools Comprehension NA

III. Component Integration

A. Component Definition

1. Interface specifications Knowledge Knowledge
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
2. Protocol specifications Knowledge Knowledge
3. Oft-the-shelf components Application Knowledge

B. Reference Models

1. Open systems Comprehension Knowledge
2. Standard architectures Comprehension Knowledge
3. Frameworks Application NA

4. Patterns Application NA

C. Reuse

1. Tyvpes of reuse Comprehension Comprehension
2. Re-engineering Comprehension NA

3. Reuse repositories Comprehension NA

4. Cost benefit analysis Comprehension NA

Sottware Engingineering Management

. Archival activities Application Application

II. Acquisition Decisions & Management ? NA

III. Collection of Data Analysis Analysis

IV Collection & Negotation of Analysis Analysis

Reguirements

V. Communication Synthesis Synthesis
(Evaluation)

V1. Control Process Evaluation Evaluation
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level

VII. Determine Deliverables ? NA

VIII. Determining Closure Application NA

IX. Determining Satisfaction of Analysis Analysis

Requirements

X. Determining the Goals of Measurement Analysis Comprehension

XI. Feasibihity Analvsis Swvnthesis Synthesis

XIL. Feedback Swynthesis Synthesis

\IIl. Implementation of Plan Synthesis Svnthesis

XIV. Implementing a metrics process ? NA

N\ lterative development ? Knowledge

XVI. Maintenance 7 NA
\VIL Measuning software & 1ts ? NA

development

XVIIIL Monitor process Analysis Comprehension

XIX. Personnel management Synthesis Analysis

XX. Policy management Synthesis Comprehension

XXI Porttolio management Analysis NA

XXII. Process for the revision of Analysis Analysis

requirements

XXIIIL. Process planning ? Application

XXIV. Proposal construction ? Synthesis
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Knowledge Area (KA) SWEBOK Course's Bloom Level
Bloom Level

XXV, Quality management Evaluation Application
XXV Resource allocation Application Application
XXVIL. Reviewing & evaluating Synthesis Syvnthesis
pertormance
XXVII. Risk management Synthesis Application
XXIX. Schedule & cost estimation Evaluation Application
XXNX. Selection of measurements Analysis Analysis
XXXIL. Software metric models Analysis Comprehension
XXNXII. Svstem retirement ? NA
XXNXIHI Task & responsibility allocation Analysis Application
Software Engineenng Process
[. Basic Concepts & Definitions

A. Themes Not in ver. 0.6 Comprehension

B. Terminology

Notin ver. 0.6

Comprehension

[I. Process Infrastructure

Notin ver. 0.6

Comprehension

[II. Process Measurement

A. Methodology in process Not in ver. 0.6 Comprehension

measurement

B. Process measurement paradigms Notin ver. 0.6 Comprehension
IV. Process Definition

A. Types of Process Definitions Notin ver. 0.6 Comprehension
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Knowledge Area (KA)

SWEBOK
Bloom Level

Course's Bloom Level

B. Life Cycle Models Not in ver. 0.6 Comprehension
C. Software Life Cycle Process Models Not in ver. 0.6 Comprehension
D. Notations for Process Definitions Not in ver. 0.6 NA
E. Process Definition Methods Not in ver. 0.6 NA
F. Automation Not in ver. 0.6 NA

V. Qualitative Process Analysis Not in ver. 0.6 Knowledge

V1. Process Implementation & Change

Al

Paradigms for process

implementation & change

Not in ver. 0.6

Comprehension

B.

Guidelines for process

implementation & change

Not in ver. 0.6

Comprehension

C. Evaluating the outcome of process Not in ver. 0.6 Comprehension
implementation & change

Software Evolution & Maintenance

I. Introduction to software evolution & Comprehension Comprehension

maintenance
A. Need for evolution & maintenance Comprehension Comprehension
B. Categones of maintenance Comprehension NA

II. Evolution & Maintenance activities Comprehension Knowledge
A. Unique Activities Comprehension Knowledge
B. Supporting activities Comprehension Knowledge
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
1. Configuration Management Comprehension Knowledge
2. Quality Comprehension Knowledge
C. Evolution & Maintenance planning Comprehension Knowledge
activity
1. Maintenance process Swnthesis Comprehension
A. Standards Comprehension NA
B. Maintenance Process models Synthesis Comprehension
IV, Organization aspect of maintenance Comprehension NA
A. the maintainer Comprehension NA
B. outsourcing Comprehension Knowledge
C. Organizational structure Comprehension NA
\". Problems of software maintenance Comprehension Knowledge
A. Technical Comprehension NA
. Limited Understanding Comprehension NA
2. Testing Comprehension NA
3. Impact Analysis Comprehension NA
4. Maintainability Comprehension Comprehension
B. Management Comprehension NA
1. Alignment with organization Comprehension NA
1ssues
2. Staffing Comprehension NA
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
3. Process issues Synthesis NA
VI, Maintenance cost & Maintenance cost Comprehension NA
estimation
A. Cost Comprehension NA
B. Cost Estimation Comprehension NA
C. Parametric models Comprehension NA
D. Expenience Comprehension NA
V1. Maintenance Measurements Synthesis Comprehension
A. Establishing a Metncs program Comprehension Comprehension
B. Specitic Measures Synthesis Comprehension
VIl Tools & Techniques for maintenance Synthesis NA
A. Maintenance tools Synthesis Knowledge
B. Program Comprehension Synthesis Knowledge
C. Re-engineening Synthesis NA
D. Reverse Engineenng Synthesis NA
E. Impact Analysis Synthesis NA
IX. Resources Comprehension NA

Software Quality Analysis

I. Definition of Quality Programmer: Comprehension
Svnthesis:

SQAVV:
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Knowledge Area (KA) SWEBOK Course’'s Bloom Level
Bloom Level
Synthesis:

Project Manager:

Analysis

[I. Definition of SQA. V' process

Programmer:
App: SQA V'V
Synthesis:
Project Manager:

Analysis

Application

[11. Plans

Programmer:
App: SQA VYV
Synthesis:
Project Manager:

Analvsis

Application

A. Activities & techniques

1. Statc - People intensive

Programmer:
Eval: SQA V'V
Evaluation;
Project Manager:

Analysis

Analysis

2.. Static - Analysis

Programmer:

Eval: SQA VYV

Analysis
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Knowledge Area (KA)

SWEBOK
Bloom Level

Course's Bloom Level

Evaluation:
Project Manager:

Analysis

3.. Dynamic

Programmer:
Swnth  Eval:
SQA VV': Eval:
Project Manager:

Analvsis

Analysis

IV. Measurement

A. Fundamentals

Programmer:
Application :
SQA VV: Eval;
Project Manager:

Analysis

Application

B. Metrics

Programmer:
Application :
SQA VYV
Evaluation:
Project Manager:

Analysis

Comprehension

C. Techniques

Programmer:

Comprehension
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Knowledge Arca (KA) SWEBOK Course’s Bloom Level
Bloom Level
Application :
SQA VV: Eval:

Project Manager:

Analysis

D. Detect Charactenzation Programmer: Comprehension. Application
Application :
SQA V'V Eval:
Project Manager:

Analysis

E. Addiuonal Concerns Programmer: Comprehension
Application ;
SQA V'V Eval:

Project Manager:

Analysis
Software Requirements Analysis
. Requirements Engineering Process
A. Process models Knowledge Knowledge
B. Process actors Knowledge Knowledge
C. Process support Knowledge Knowledge
D. Process quality and improvement Knowledge NA

II. Requirements Elicitation
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
A. Requirements Sources Comprehension Comprehension
B. Elicitation Techniques Application Application. but limited
[II. Requircments Analvsis
A. Requirements classification Comprehension  Comprehension. but Iimited
B. Conceptual modeling Comprehension Application
C. Architectural design & requirements Analysis Application
allocaticn
D. Reyguirements negotiation Analysis NA
IV, Requirements Specification
A. The requirements definition Application Application
document
B. The software requirements Application Application -
specification (SRS)
C. Document Structure Application Application
D. Document Quaiity Analysis Analysis
V. Requirements Vahdation
A. The conduct of requirements reviews Analysis Application. but limited
B. Prototvping Application
C. Model validation Analysis Comprehension
D. Acceptance tests Application Application

VI, Requirements Management
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level
A. Change management Analysis Comprehension
B. Reguirements activities Comprehension Comprehension
C. Requirements tracing Comprehension Comprehension
Software Testing
I. Testing Basic Concepts & Definitions
A. Definitions of testing & related Analysis Comprehension
termtnology
B. Faults v. Failures Analysis Comprehension
C. Test selection cntena test adequacy Application Application
critena (or stopping rules)
D. Tesung effectiveness Objectives for  Comprehension Comprehension
testing
E. Tesunyg tor defect removal Comprehension Comprehension
F. The oracle problem Comprehension 7NA
G. Theoretical & practical limitations of ~ Comprehension Comprehension
testing
H. The problem of infeasible paths Application Comprehension
[. Software testability Application Comprehension. Application
J. Relationships of testing to other Application Application

activities

I1.

Test Levels
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Knowledge Areca (KA) SWEBOK Course’s Bloom Level
Bloom Level

A. Unn Testing Synthesis Application

B. Integration Testing Swvnthesis Application

C. System Testing Synthesis Application

D. Acceptance qualification testing Synthesis Application

E. Installation testing Application Knowledge

F. Alpha & Beta testing Application Knowledge

G. Conformance testing  functional Application

lesting  correctness testing

H. Reliability achievement & evaluation ~ Comprehension Comprehension

by testing

[. Regression testing Application Application

J. Performance testing Application Comprehension

K. Stress testing Application Application

L. Back-to-back testing Knowledge ?7NA

M. Recovery testing Comprehension NA

N. Contiguration testing Comprehension Comprehension

O. Usability testing Application NA or Comprehension
[II. Test Techmques

A. Equivalence pantitioning Application Application

B. Boundaryv-value analysis Application Application

C. Decision table Knowledge ? Knowledge or NA
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level

D. Finite-state machine-based Knowledge ? Knowledge or NA
E. Testing from formal specifications Knowledge NA
F. Reference models for code-based Evaluation Comprehension
esting (tlow graph. call graph)
G. Control tlow-based critena Evaluation Comprehension
H. Data flow-based critena Comprehension Comprehension
I. Error guessing Application ?NA
J. Mutation testing Knowledge NA
K. Operational profile Comprehension NA

L. SRET Knowledge ?

M. Object-onented testing Comprehension Comprehension
N. Component-based testing Comprehension Comprehension
0. GU1T testing Knowledge Knowledge
P. Testing of concurrent programs Knowledge NA

Q. Protocol conformance testing Knowledge NA

R. Testing of distributed systems Application NA

S. Testing of real-time systems Comprehension NA

T. Tesung of scientific software Knowledge NA

L. Functional & structural Synthesis Application
V. Coverage & operational  Saturation Knowledge Knowledge

effect
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Knowledge Area (KA) SWEBOK Course’s Bloom Level
Bloom Level

IV, Test-related measures
A. Program measurements to aid in Swnthesis Comprehension
planning & designing testing
B. Types. classification & statistics of Application Comprehension
taults
C. Remaining number of defects fault Application Comprehension
density
D. Life test. reliability evaluation Comprehension NA

Knowledge NA

E. Reliability growth models

F. Covcrage thoroughness measures Evaluation Comprehension
G. Fault sceding Knowledge Knowledge
H. Mutauon Knowledge NA
I. Companson & relative effectiveness Comprehension Comprehension
ot different techniques

V. Managing the Test Process
A. Attntbutes Egoless programming Application Comprehension ?
B. Test process Svnthesis Synthesis
C. Test documentation Synthesis Application
D. Intemal v. independent test team Comprehension Comprehension
E. Cost effort estimation & other Application Comprehension

process metrcs
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Course’s Bloom Level

Knowledge Area (KA) SWEBOK
Bloom Level

F. Test reuse Application Application

G. Test activities Application Application
V1L Test Tools

A. Selecung Tools Application NA

B. Use of Automated Tools Application NA

Application Knowledge

C. Sunvevs of Existing Support Tools
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SIMULATOR SWEBOK TOPIC DEFINITIONS
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The following descriptions are taken from SWEBOK (Abran & Moore. 2001). The
order and names of the topics are identical to those used in SWEBOK.

Software Requirements
Topic Definitions

Definition

II. Requirements Elicitation

The first stage in understanding the problem that the
software is intended to solve. Stakeholders are
identitied and relationships are established between

the development team and the customer.

B. Elicitation Techniques

The process of gathenng requirements from
stakeholders by getting the stakeholders to

communicate their requirements.

1. Interviews

The traditional means of acquining information
through structured question and answer sessions,

between the developer and stakeholder.

3. Fucilitated Meetings

A means of gathering requirements by enabling a
group of people to bring insight to their requirements
through brainstorming. discussion. and refinement.
Careful facilitation is needed in order to keep the

meetings productive.

I1I. Requirements Analysis

The process of analyzing requirements to detect and
resolve conflicts between requirements. discover the
bounds of the system (and how 1t interacts with its

environment). and elaborate system requirements to
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software requirements.

A. Reguirements

classification

The classification of requirements based on a variety

of attnibutes.

1. Functional &

Nonfunctional

The classification as to whether a requirement 1s

functional or nonfunctional.

4. Prionty

The prionty of a requirement represents how essential
the requirement is to meeting the system'’s goals.
Classification is often fixed on a fixed point scale.
Balance 1s needed between prionty and the cost of

development and implementation.

v [

. Scope

Scope is the extent to which a requirement affects the
system and system components. Some requirements

affect more than one component.

6. Volaulity

The stability of requirements dunng the lifecyvcle.
Some estimate as to the likelihood that a requirement
will change is useful in order to alert developers
dunng design. The result can be a design that 1s more

tolerant of change.

V. Requirements Validation

The process of inspecting the requirements document

to make sure that it defines the system correctly.

A. The conduct of

requirements reviews

The inspection or formal review of the requirement

document(s). A group of reviewers looks for errors.
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mistaken assumptions. lack of clanty. and deviations

from standard practice.

1. Group composition is

appropnate

The group participants. often including at least one
representative tor the customer. Also. the group

members often help in the creation of the checklists.

[ )

Use of guiding
documents like
checklists to guide
review and to

document findings

Such documents are used to ensure that all needed
perspectives and issues are addressed and their results

recorded during inspection.

Review process is at

(VY]

specified checkpoints
and redone as

appropriate

Reviews are conducted at the completion of the
system requirements definition document. the
software requirements specification document. the
baseline specitication for a new release. and at other

needed checkpoints in the lifecycle.

V1. Requirements Management

An activity that spans the entire lifecyele. This area
1s pnmarnly concerned about change management and
the maintenance of the requirements so that they

reflect the (soon-to-be) system.

A. Change management

The process of managing the revisions. addition, or

deletions to the system.

1. Understanding the role

The understanding of the need to manage change
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of Change
Management

throughout lifecycle

throughout the product lifecvcle.

(]

. Have procedure in

place

The activities. with strong links to configuration
management. required to manage change in the

system.

‘29

Analyze proposed

changes

The analvsis required to accept. deny. or defer change
submissions. Multiple considerations are required
such as the affect of the change on the resources and

the existing requirements of the system.
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Model Definitions

161

Model Item

Item Type

Definition

Facilitated Meeting

Percent of unclicited req FM

Store

Percent of Requirements that have not been

elicited vet. (starts at 100)

SIM FM Switch

Converter

Represents the use of the facilitated

meeting technique (1 =true. O=false)

Etfectiveness ot Facilitators

Factor

Converter

A factor (0U-100) that represents the quality
of the tacilitator in terms of his her
effectiveness during meetings.
Effectiveness is in terms ot asking
questions that related to the topics on the
agenda and in documenting the responses.

The default will be 100

Stakeholder buyvin

Converter

A factor (0-100) that represents the extent
that the stakeholders agree with the project
and 1ts goals. The default will be 100 - that
they totally agree with the project and its

goals.

SIM Representation of

Stakeholders

Converter

The factor (0 - 100) that the correct

stakeholders were invited to the meetings.
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This 1s based on the selection made in the
simulator (= of appropriate stakeholders

selected total stakeholders invited)

SIM Number of FM

Sessions Multiplier

Converter

Number of facilitated meeting sessions
actually conducted. as determined by the

simulator

Time Delta Cost Overrun

FM

Converter

The cost overrun incurred for the difference
between the planned number of meetings
and the number actually needed. The

overrun is the product of the difference.

Actual FM Time Delta

Converter

Converting the number of any additional
facilitated meetings (than those planned
for) to calendar days by multplying the
number of meetings by 5 (days). ductoa s
days per workweek. [f the number of
sessions is less than or equal to the number

planncd for. then there 1s no time penaity.

Planned FM Sessions

Converter

The number of meeting sessions that were

planned for.

Percent of Raw Req from

FM

Store

The set. based on percentage, of elicited
requirements from the facilitated meeting

technique
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Interviews

Percent of unelicited req Store Percent of Requirements that have not been

INT elicited vet. (starts at 100)

SIM INT Switch Converter  Represents the use of the interview
technique (1=true. O=false)

Etfectiveness of RE factor Converter A factor (0-100) representing how effective

the RE is in conducting the interview - this
is in terms of getting through the question
set and documenting the responses. The

default 1s 100,

Buyvin of Stakeholder factor Converter

A factor (0-100) representing the buyin of
the stakeholder in the project and its goals.

The detault 1s 100 - complete buyin

SIM INT Quality of Converter

Questions Factor

An overall factor (0-100) that represents
the overall quality of questions in the
interviews. This factor is generated by (=
appropnate questions total questions
asked). Appropnate questions are seen as
clear and complete questions that are

appropnate to ask the interviewee.

Actual Intenview Time Delta  Converter

Converting the number of any additional

interviews (than those planned for) to
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calendar days by multiplying the number of
meetings by 3 (davs). due 1o a 5 days per
workweek. If the number of sessions is
less than or equal to the number planned

for. then there is no time penalty.

Time Delta Cost Overrun Converter  The cost overrun incurred for the difference

INT between the planned number of interviews
and the number actually needed. The
overrun is the product of the difference.

Planned Interview Sessions Converter  The number of interviews that were
planned for.

Requirements Analysis

SIM Req Scope Efficiency Converter  Factor (0-100) of the user's ability to

Factor correctly identify the scope of a set of
requirements.

SIM Func Nonfunc Analysis  Converter  Factor (0-100) of the user's ability to

Efficiency Factor correctly identifv whether a set of functions
are of the tyvpe functional or nonfunctional.

SIM Req Prioritization Converter  Factor (0-100) representing the

Efficiency Factor effectiveness of the user in correctly
identifyving the prionty of the requirements.

SIM Req Volatility Converter  Factor (0-100) representing the
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Efficiency Factor

effectiveness of the user in correctly
identifving the volatility of the

requirements.

The rate that requirements are correctly
analyvzed. per session (meeting) - a

percentage.

This shows how the analyvsis selections
affect the overall schedule (in days) in the
time nceded to complete the task. Based
on assigning a preset overrun value to the

Analvze FM Raw Requirements value.

The cost overrun incurred correlates (o the

schedule overrun for the analysis activity.

This shows how the overall analysis atfects
the overall schedule in days. If done well.
the task will have no delay. If not done
well. then there will be some delay
depending on how "bad” the analysis was
done. Based on assigning a preset overrun
value to the 4nalyze INT Raw

Requirements value.

Analyvze FM Raw Rate
Requirements

Analyvsis Result Ttme Usage  Converter
FM

Analvsis Result Cost Converter
Overrun FM

Analvze Result Time Usage  Converter
INT

Analvze Result Cost Converter

The cost overrun incurred correlates to the
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schedule overrun for the analysis activity.

The rate that requirements are correctly
analyvzed. per session (meeting) - a

percentage.

Overrun INT
Analyvze INT Raw Rate
Requirements
Set of Analvzed Store

Requirements

The set of requirements that has been

analyzed.

Requirements Validation

Validate Reg Rate

The rate of inspecting the requirements is
based on the percent validated correctly per

inspection session

SIM Percent Assessed Converter

Correctly VAL

The percent of correctly inspected (by
classitication) requirements for the ongoing

inspections (an ongoing average).

Actual Vahidation Result Converter

Time Usage VAL

Based on how well the validation was
done. an overrun will result. If the
validation was well done. then there is no
overrun incurred in the overall schedule.

[f the validation was not done well. then
there will be an overrun (depending on how
bad the validation was) to the overall

schedule - in days.

Actual Cost VAL Converter

The actual cost for the requirement
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validation activity. including overruns.

Set of Validated Req

Store

The set of requirements that have been

valhdated

Implementation

Impiemented Req

Rate

The rate of implementing the requirements
per dav. This rate is assigned from a preset
value selection. based on the difference of

the overall quality of the requirements and

any additional work that results from

volatile requirements.

Add’l Work

Store

Work that 1s new work due to requirements

changes (as a result of volatility).

New regts rate

Rate

New requirements rate 1s formulated as a
percentage of new requirements work that
anises. If the volatility flag 1s off (U). then

no new work Is present.

Requirements volaulity tlag

Converter

A switch representing it there are volatile
requirements that exist. (0 = requirements
volatility effects are off. 1 = requirements

volatility effects are on)

SIM percent of new reqts

work

Converter

Percent of new requirements work. as

determined by the simulator.
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Overall Quality of

Requirements factor

Converter

Factor (0-100) representing the quality of
the overall requirements. based on the
quality of requirements from previous

activities.

Set of Delnered Code

Store

The set of code. the developed
requirements. that has been delivered as the

“finished™ product.

Calculations of Cost and

Schedule Overruns

Calculate Anucipated Cost

Overrun

Converter

The ongoing cost overrun calculation
subtracting all ongoing overruns from the

planned budget.

Esumated Budget

Converter

The planned budget for the project. in

dollars.

Calculate Anucipated

Schedule Delays

Converter

The ongoing schedule overrun calculation
subtracting all ongoing overruns from the

planned schedule.

Estimated Overall Project

Schedule Duration in Dayvs

Converter

The planned schedule for the project. in

days.
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Project Description

Ll

Tile Unwersiy Zcurse Regstaiior System (Web-based)

Al
wVEWISW

Toe zpose of the preject 3 10 DrOVXR o coasstent sowse exvoiimen: system for all Cabforrua State
Cnversies The system il be actessed via the World Wide Wek  Desides cowse enciimene, studens
can aisc check the schediuie and gadies [n adkhtion, ebmuristrative feeses are ciuded to provade system
data

Asdimnce

Srazents Tom dverse backgrounds ertenc cowses m the CaCrmua Stare npversity (CSUS System, &
system of pub unnerSies throrgnow Calforua The CSU system consists of 23 campuses, 37C.00C
stzents, 40.00C facuity anc staff  Most unversities ave oz the semester caendar, but some campuses are
of 22 quarter systerr  Sumrmer sChoc. s evalieble ot &l campuses

Figure E1. Project Description

Gathering Requirements: Facilitated Meeting

Select up to 2 stakeholders to participate in the meeting.
o= Siidem: Revreseniauve

—  Class Szhedule COfSce Admunustrator

&am CSU Northndge

Regsuar s CfAce Reprasemtauve form

San Diegs State Universty

Information Technology representatve

from Cal Foly SL.O

Usab:iity consultan: specaimmg m Disabled &
[n:ermat:onal interfaces

CSU Regents Office Representauve

]

I O I

L)

()

CSU Fmancal A1d Office Representatve from
San jose Saate

! Cecntinue

O S

Figure E2. Facihitated Meeting: Selecting the Stakeholder
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Gathering Requirements: Facilitated Meeting

The tollowmg 1s the outcome of the meeting along with the ongoing status of

the project.
Questions Answered (®s -
The Memtng Trenall Meeting Number:

. . Project Overruns
-“J ce. Schedule (Days)  Cost (§)

Ihinte

Figure E3. Facilitated Meeting Status Screen

Gathening Requirements: Interview

nierviews ansist of a senes ¢f question-and-answer sessions  Seven sessions have been
scheduled, with each sessior consistng of the mterview of one stakeholder This mtervwew will

cover the Solowrg topics

Secuniy and Pavacy
interface wath Frranza Aid System
Sclect the most appropnate stakcholder to be mterviewed.

Usabuity consuliant specicang m Drsahled &

C Stwien Representauve C
internatonal Interfaces
O Class Schedule Offce Admumstrator T CSU XRegents ”Aze Representauve

frarm ZSU Narthndge

Regswar's Office Representauve fom O CSU Fmancal 2:2 Office Representatve fram
Sarn Diega State Unuversity San Jose Siate

[nfcrmanon Technalogy representauve

O

O
= ~ - -
from Cal Pely SLC
—_—
Contmue

Figure E4. Interview: Selecting the Stakeholder
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Gathering Requirements: Interview

Siven =3ch lapic i he addressed m the rrerview, select the € hest =mmmples of clear and
complets susstans that you would mclude = the set of miznew guesuanas

Topic:  Secunty and Privacy

Whe Xy Eecatians & palxws chouid be buk 220 the svetam’

15

Whet recousse ¥ salable €4 Cdere SEPRS hahar paswere

[

Car. the s=udnt’s $3CAL S0OXTY MEEDE De Wed o @ DR PUAWRY T & ¢« Igdese by T

()

How wlthe ig4 gunaas be weaxed’

(]

Whet ZTVACY e eSTIvs Iwed 20 be 30 Piace When Cidents Use the SyStam B« b g’

[

How wl the xietce wih the Fingncial Al synien De seced’

[

WLl the cCudee g reed W0 be exTyptad®

]

Do you warz & 30 ol fyRar dimnstdion Nenctely '

Whete will the sTdare s dats be secufnd end marzaswd®

(1

Whet Denans YEEDENR: (@ be VWG oF Thanged by ¢« cudert m the cysters "

Q)

Cantinue

Figure E5. Sclecting Interview Questions

Gathering Requirements: Interview

Selow 15 & samplmg of the guicome of the reerview  Read trcugh sach quesuce and the
sakehclder s answer The respenses will represent how knowiedgeat e the stakeholder 1s &
e 0010 areis vou seiected

Topic:  Zrzde Display and [nput Process (mto the system,

Q. k 2 possible W neve & (BT WRhE 1 Qude wsiged W £ & the end of the M *
A: Yo ohkapawliion o ! nsedocguis Ao fthe BOucta doe not {rt the Gudes B ab 2xe € will be
Digk

Interview Number: . Project Overruns
Schedule (Days) Cost (§)

—_—
' Contnue
| S———

Figure E6. Final Interview Status Screen for a Topic

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Requirements Analvsis: Scope

[dennfy wheher ach cf the fHollowmg requrements are withn the scope of the system  The
accuracy o e results wnll be used as mpw: o the sonulston

Within  Not Within

The syviam Wl 0w the 0det i Virw IXE Bt Chan@r ther Sudee T, nae | exolmes @ 9]
fE el =X
Stdees Wil be e 20 wtess ter AOGWR of stady, whule ogEed TR0 the syRer O @
The syntam Wil oot lLow stadets WEh o hold @ thek T ads 0 bg @ 10 T cyRan C ®
Pekmmaxe The sysian will heve ¢ Tespanse LRme iss b & equAl 0 5 Secands S each O] S
ndandial (xFve idlign & reDOVL Tvquest  The SRR ¥ waRg e U udee 0%
{EERRAT has ¢ K DOdEDR (EWECER X SreL
The yvtam Wil Low stxiees o gk ge dEeclly wih the Financiel Axd Ofce @ c
Whar o SZadert ITPs o comve wizh & b, the syten Will Wan thgn W0 TWGIRE £ et S<TIv 0] >
+0CIN DERXY wy Og X2 X the lab will be &Upped X wy o log XX WERRE rCREME X
@Xher ieCTEY Ly ryTumn Wil Jop Der ld
e the Studers bexmguan Syvtae hes Sagged o et ’s Sle ¥ Gudugan R the TUTER tom, Z @
e fysugn Wl . Ulow the et W0 s the SYRER B €Y LK s Kuiess the Qag

Cortmue

anoved 1 the IS & e udee ¥ «knfted B eOthe de@w

Figure ET. Requirements Analysis: Classification Based on Scope

Requirements Validation

You wil now parucipate o part of a requrements mspecticn m the rcle of a3 Requrements
Engneer Tour sdecusns wil contmbuie to the overall :mspection rethay an consuiute the entire
mspecucn o usef

The cwren mspecucn emphasis  Student Registraton Quesuons
The cwrrent mspecucn team carnsists oF

* 7 other representatives rom your Regurements Engnesng grout.
* . represeuatves from the Design groug
* the Regsrar's Office represeniauve stakehclder

* Yeu

Select a siakeholder 1o molude on the mspecuor team if you wash  T3u may €2c i notmvite @
stake=hoider ¥ you feel that o is nct neaded
O [nformaton Techrdlogy represeniaive O Usabuty cansultan: specalmng m Disabied &

from Ca Pely SLC Internatonal interzoes

@ Studen: Represeriauve O Nc cther stakeholder 15 nesded

Cantire !

Figure E8. Iniual Validation Screen
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Requirements Validation

Jang ke prowded checkbst, revew mck of the folowsg requremmts to assess whether s
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cornbuucs s mcluded o the overal mspecuor, along Wil the stha's ;1 the mspecuon A

Aczcep: Revison  Cant Revewit
Needed  (Cut of Domar)

e the Sdet amndoon Systan has daggyd o xdee s Sle g heAhe 5 gARIETE, e synar. Ol @) C
W not Wliow iesd 0 The SRR KX SIEZv SRS “Rurst e fog & cwmowved 1 e 515
-~ -~

The sywvme wil rndle mate ther 200 (et qudees € et c@pas -~ Q ~—
. ~ ) ‘e
When & udet YOS X o VHOAD I URR COUNNe , e SySem IvqUEYs T QUOST IS et the - - O
RIDDe o URTs L hethe Wiches LS e X
The cyvumm 3 2% wpas b e £F RSy rewly sXELed Qdets o tet sgly RCSTRXR C o] &
201253 The st Ty noedies the stiderts
The fyRem Wil Liow cuderes 0 odd o Class 2L the @ of the T2 weeh of Classes C ® c
The ryRme Wil «:EEnodge COREYes WED bt , Vbl TdE (OETes, 0 ARG o CRTVS ® Z C
The sywan will Wow rudets o Qs £X mar the Gw (IR € o U WRRAR B¢ W0 O ¥Eo @ O O
Jv VLR W They Wil nwed &0 Teta & the AR Pegr X exch tam

Cortmnue

Figure E9. Inspecting Requirements

Requirements Validation

Bedcw o Ui fredback Tom he cha mepectars mthe oy Thew werespending 1 yoww
=.opecucr. a5 wel it the verall Juahty of the requram=os based o ther aoperuse

Represeanitives from yous Requiremens Enginsering growg:
“e didn 't foz 10 many reGuiements thal beeC Vil enthe: - U ug

e are & 51t shaxv 57 some =7 the detalls On tre regsTrancr process W Pruject Overruns

. send therr cver 3 the Desizn ety tc werk on Schedule (Days) Cost {$)
Represeatatives from the Design gowp:

Hev, we found “hat several of these mgiorements are fe Mavbe veo -

seoud review sour notes There ere wany fifferen: pessiihtes mgurc:ng

tpes cf classes, students, and Sades that the systex= xust adcress
Registrur's Office representative :

fimuermnt s syt the answers i these topus, you shouid it Sthers

47zh the expetse “2eck over some o7 these mqements

Figure E10. Feedback from an Inspection
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Development and Testing

Balyw s ¢ sampbng of feedback Yom vour tearmnates a2 chey croyass trough e design,
roplermenizucs, anc lestog phases Afler readkrg each so o Teedtaci, pou need ) seect the
SCNTINLUE tuztan e zentoae

Lis Afficult testrg severs! f the acafircacnal .
rerayement: snce they were not spec:fed cuarufiatly Project Overruns
Schedule (Days) Cost (§)

Jevergl 3f the regarmrents were szatified $) vagLey that we
we ool sare o we are testrg them oriperdy

Cont:nue

Figure E11. Sample Developer Feedback Durnng Product Development

Maintenance

Below 1s a snapshot of the system in use. Take 2 moment to examme how
your strategy duning development manifested itself as a product.

Customer Feedback: Project Overruns
The sysi=m will te usable for the ume beng wath Schedule (Days)  Cost (§)
major werkarounds  We wall aeed ic meet with you il pEV

the next ccugle of weeks m order 1o 2et crucal
regureT.mts fxed nght away

Cortinue

Figure E12. Customer Feedback after Delivery
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Maintenance: Change Submission

Yau are 3 member 57 ke Change Contral Board, represerung your te2am of Requraments Engnesrs
The fclowng requrements changes have been submutied  Analyte ihe submussior, based on the
suppled heunsuss/checihst  Taen select the pnomy tha: sach change should be appied

The Regsime’s cffice represeatat:ves ic ot Lie the layoat of the Help secizn They thunk that it
areds |: Ze cantex-sensive end saoWC Ock “nrer” You heve not hewd any coxpiants from the
stdent [ous gULps o any Sther sery The time needed o recesign the Hepsectca woukiDe D02
=cnths

C HgaFacmy. & Medwum Fromty - C rcwPnomy.
ociude now nclode I rext eleese pcssbly & future
reicase

R
' Contumue
[hdtitatnl)

Figure E13. Sample Change Submission

Maintenance: Change Submission

2eow is @ snagshet o7 the develsp's comments, user's simments, and any resources needed i
1 regardng tus change submussicn S=ect Conunue i preceed

Represeatntives from Design, Implementation, and Testing:
We may neec i deiay the change & mOre awyss s

seeded We need 'c gve our ertenhcn o mere mpartant
mattess
Cuwmmer Representative:

We are not swe if we reed the change this soor, bu: f the:
aarks out then grear

Continue

Figure E14. Sample Feedback After Change Submission Analysis
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Requirement Engineering Assessment

For cach question. select the best answer. It vou do not know the answer to a question.
select I do not know.™ Some of the questions will refer to one of the following
scenarios.

Scenario 1

You are a requirements engineer on a project that will replace a university’s student
information system. The system is used to maintain student enrollment status
information, course grades. student status, and general student information (¢.g. name,
address). The new syvstem will interface with the Financial Aid system. Also. the new
svstem will include course registration. Students will be able to register for classes using
the Web. The task of generating reports to inform the colleges™ advising centers of
students on academic probation will become automated. The automation will decrease
the time needed for advisors to monitor academically-challenged students. and allow for
more time tor advisors to meet with the students. The process of entering grades into the
svstem at the end of the semester will improve productivity by partial automation. Rather
than submit grades in handwriting. faculty will record grades using a form that can be
read by an optical scanner.

Scenario 2

You are a requirements engineer on a project that will replace the current training system
for a large company’s training department. The oricntation process will be online rather
than in a traditional setting with a trainer and a group of new employees (either new to
the company or to a new position within the company for a current emplovee). Some
protessional development courses will be online for use at the employee's letsure, while
other courses will be conducted traditionally with computer-based activities. The course
registration and pavment systems will be revised to improve productivity through partial
automation. The emplovee's department pays for the courses that the new emplovee
needs to complete.

Change Proposal #1 (for Scenario 2)

After the system was delivered, several department representatives express interest in
being able to check whether or not their emplovee has completed his/her courses or
orientation. The worker’s supervisor would be able to see the date and time that the
employee completed the orientation and or courses without the employvee's consent.
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1. Which one of the following best describes a facilitated meeting as a requirement
clicitation technique?

a. Facilitated meetings are unstructured brainstorming sessions between the
stakcholders and the developers..

b. Facilitated meetings allow the customers to ask the developers questions about the

project.

Facilitated meetings are structured brainstorming and problem-solving sessions

between the stakeholders and the developers.

d. Facilitated meetings provide the status of the schedule and budget for the project.

¢. Idonot know.

o)

19

Which one of the following best describes an interview as a requirement elicitation
technique?

a. Interviews are unstructured brainstorming sessions with a single stakeholder.
. Interviews are unstructured brainstorming scssions with multiple stakeholders.
¢. Inteniews are narrowly-focused facilitated meetings (in terms of the topics
covered).
d. Interviews are question-and-answer sessions with one or more stakeholders.
I do not know.

(%

In the area of requirements analysis. requirement prioritization is best described as:

(Y]

The task of assigning a rank to the importance of ¢ach system requirement.

The task of determining the ease of implementation of each system requirement.
The task of estimating the testing of cach system requirement.

The task of assigning a rank to the ease of each system requirement'’s traceability
factor.

[ do not know.

ooe

[

4. Inthe area of requirements analvsis, a requirement's scope is best defined as:
q 3 q

a. The extent to which a requirement atfects the system's functionality or attnibutes.

b. The extent to which a requirement reflects the systems nonfunctional
requirements.

¢. The extent to which the requirement set is feasible in the system schedule.

d. The extent of the completeness of the requirement set.

[ do not know.

[¢]
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5. Inthe area of requirements analysis. a requirement'’s volatility is best defined as:
a. The extent to which a requirement is likely to change duning development.
b. The extent to which a requirement atfects the other functional requirements.
¢. The extent to which a requirement can be tested.
d. The extent to which a requirement affects the development schedule
¢. ldo not know.

6. In the area of requirements analysis. a functional requirement is best defined as:

a. a feature desired by the end user.

b. a teature that the system must be able to pertorm
¢. asvstem attribute or constraint

d. [do not know.

7. In the arca of requirements analysis. a nontunctional requirement is best defined as:

4. the hardware requirements of the svstem.
b. asystem feature

¢. a functuion of the system with low priority
d. asystem attribute or constraint

¢. |donot know.

8. Which one of the following is an appropnate stakeholder to inciude on a requirements
validation team?

a. Customer

b. Market analyst
¢. Domuain expert
d. AandC

¢. A.B.andC

"

[ do not know

—
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9. Which one of the following is the purpose of the Validation Checklist. used during
the requirements validation tasks.

a. To provide a checklist. whereby each requirement is checked off after it is
determined that it is valid.

b. To provide a document where the inspectors can list the requirements that need to

be revised.

To provide a checklist that enables inspectors to check that each requirement

meets all listed cnitena.

d. To provide a document to list the defects that are detected duning the requirements

validation tasks.

I do not know

;

¢

10. You are working on a large project where several stakeholders are providing some
conflicting requirements. Also. vou know that some of the requirements cannot be
completed until the design phase. As the project enters testing. the customer asks that
the svstem be administered remotely rather than at the server. Which one of the
tollowing is the point where requirements validation activities should be conducted?

During the requirements analysis phase

a.
b. Dunng the design phase
¢. Dunng the testing phase
d. AandB

e. A.B.andC

. I do not know

11. Which of the following best describes the role ot change management throughout the
development lifecvele?

a. Change management is intended to identifyv. control and track requirements and
any changes to requirements at any time.

b. Change management is intended to identifv. control and track requirements and

their changes during the Requirement Specification phase only.

Change management is intended to monitor and integrate requirement revisions at

any time.

d. Change management is intended to assess and priontize requirement revisions
duning the maintenance phase.

¢. Ido not know.

[g]
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Please see Scenario 1 for the question 12 through 22.

12. Which ot the following stakeholders would you select to interview regarding the
current system in order to elicit requirements for the new system most efficiently?
You can select up to 4 stakeholders.

University administration

Registrar’s office staff

Students

Representatives of the departmental administrative assistants (secretaries)
Financial Aid Office

Associated Students Incorporated  student government office

Student Advisors (from the Department College Advising Center)

I do not know.

A

PO L 6

—

~
“

=

13. Which one of the following requirements can be classified as a nonfunctional
requirement?

4. In order to allow the university to easilyv support the Web registration client. the
Microsoft Intemet Explorer version 3 or higher must be used.

b. The system generates an official transcript w hen a student has completed four

semesters at the university.

The syvstem generates a report. a list of students’ names who are not registered for

morc than 12 credit hours. and sends it to the Financial Aid office.

d. A student begins the registration process by entering his or her student id and

password.

[ do not know.

c,

(¢

14. Which one of the following requirements can be classified as being out of scope for
the system?

a. The system generates a report, a list of students’ names who are not registered for
more than 12 credit hours, and sends it to the Financial Aid office.

b. The system generates an official transcript when a student has completed four

semesters at the university.

The Human Resources Payroll system is alerted by the Financial Aid System

when a student’s Federal Work Study payments are terminated due to low grades.

d. A student begins the registration process by entering his or her student id and

password.

I do not know.

s

o
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15. Which one of the following requirements can be classified as having a low priority
(optional)?

a. The course registration module also includes hyperlinks to the course descriptions
in the course catalog.

b. The syvstem generates the individual student grade reports after end-of-semester
grades have been submitted.

¢. The syvstem generates a report. a list of students’ names who are not registered for
more than 12 credit hours. and sends it to the Financial Aid office.

d. A student can change his or her password in the course registration module.

[ do not know.

o

16. Which one of the following requirements can be classified as having high volatility?

4. The course registration module is accessible to visually impaired students.

b. The unofficial transcript includes a student’s semester and cumulative grade point
averages.

The Grade Report layout consists of a table containing the student identification
information and a table listing the courses and grades.

d. A student begins the registration process by entering his or her login 1d and
password.

I do not know.

[g)

.,

17. You have analyzed the set of requirements from Scenario 1. You classified the
tollowiny requirements as being out of the system’s scope.

e A student’s tuition pavment status 1s kept in the Financial Aid System.
e Students can change their school and permanent addresses online.

Which one of the following is the likely result ot this classification.

a. The customer will ask for the address update teature later since you are omitting it
now. Adding the feature into the registration module later will delay system
dehivery.

b. The system’s schedule and budget will remain on target.

¢. More developers will need to be hired to complete the Financial Aid system and
the module to facilitate the address change since vou are including these feature
now ..

d. The design team will ask for a clarification of the term ““tuition payment status.™

I do not know.

(2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



184

1S You have analyzed the set of requirements from Scenario 1. You classified the
tollowing requirements as berng Optional. in terms of prionity.

e When the student’s residency code 1s “OTS™. the out-of-state tuition
announcement will be displayed during course registration.

e Each student’s password. used for registration. is synchronized with the password
on the university computer account.

Which one of the following is the likely result of this classification.

a. The use of the residency code is automatically removed so that all students see the
announcement. The schedule and budget are unaffected.

b. When development is behind schedule. both requirements are removed. Upon
svstem delivery. students complain about having vet another password. The

feature 1s then re-added at vour cost.
¢. Durning testung. the customer revises the password requirement to provide students

with randomly-generated passwords.
d. Ido not know.

19. You have analyvzed the set of requirements from Scenario 1. You classified the
tollowing requirements as being Highly Volatile.

e The student’s local address 1s used when grade reports are mailed.

e A rcport. a list of students” names who have registered for fewer than 10 units. 1s
gencrated for the Financial Aid office at the end of the fourth week of the
semester.

Which one of the following is the likely result of this classification..

a. Subsequent changes to the mailing address and the report surpnise the
development team. The schedule is pushed back and the development costs are
increased.

b. Subsequent changes to the mailing address and the report that occur during design

and testing are anticipated and accommodated in the schedule and budget.

Subsequent changes to the mailing address and report need to occur at various

tumes. The inflexible design struggles to accommodate the changes.

d. Ido not know.

(o]
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20. You are planning the meetings to validate the set of requirements for the system.

9

Select the most appropnate stakeholders to include in the inspections. You can
assume that other requirements engineers and developers are already in the group.
Select up to 3 stakeholders.

a. Registrar’s office staff
b. Students

¢. Faculty

d.

Financial Aid Office

Student Advisors (from the Department College Advising Center)
No other stakeholders are needed.

[ do not know

-, 0

“

3

. At the inspection. many defects are revealed that need to be fixed by the requirements

cngineers. [n addition. vou notice several potential problem areas in the system.
Which one of the following documents best represents the tvpe of document that vou
need to provide for the requirements engineers?

a. Validation checklist

b. Review summary report
¢. Review issues list

d. 1do not know

At the requirements phase. vour team conducts the initial requirements validation
activity. More validation 1s conducted atter substantial rework is conducted by the
requirements engineers. During the subsequent phases and maintenance. the
requirements are validated every three months by the onginal inspection team. Based
on this descniption of the requirements validation process schedule. which one of the
tollowing best illustrates the reasoning behind the requirements validation schedule.

a. The set of requirements is continuously changing and needs to be checked

throughout the lifecycle.

The project schedule is slipping due to requirements problems.

The developers are not expenienced in the particular domain.

d. Customer interviews are not progressing according to the project schedule. which
requires the team to keep rechecking the updated set of requirements.

¢. [do not know

n o
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Please see Scenario 2 for Questions 23 through 26.

23. Select which of the following stakeholders are nceded at the facilitated meetings in
order to clicit requirements most efficiently. You can select up to 4 items.

a. Sampling of new employvees

b. Training personnel

¢. Sampling of departmental accountants

d. Sampling of current emplovees

¢. Sampling of purchasing hiaisons for the vanous departments
f. Sampling of department heads

¢. All depariment heads

h. [ do not know

24. Once the change proposal. described above. has been submitted. the next step in
Change Management is to evaluate the change in terms of how it will affect parts of
the project directly and indirectlv. Select the motive that best presents the need tor
such evaluation.

1. Evaluaung each change will allow each change to be implemented as soon as
possible.

b. Each proposed change means that parts ot the project will need to be redone. The

extent of such work needs to be noted as soon as possible.

Each proposed change needs to be assigned to an available programmer.

Each proposed change has an impact on the cost. schedule. quality. and other

aspects that needs to be considered.

¢. [do not know.

o O

25. Change Proposal =1 is being considered. Select the pnmary consideration that must
be addressed before you can decide to implement the change.

The amount of time the change will take to implement.
The person who will be assigned to make the change.
The affect of the change on the schedule and resources
The affect of the change on customer support’s workload.
I do not know.

o oE

[
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26. Given that Change Proposal =1 has been accepted and implemented. What is the
final step in the Change Management process?

Release the new version of the system to the customer.
Audit the change to see if it was completed correctly.
Implement the change.

Update the design document.

[ do not know.

oen o
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APPENDIX G

ASSESSMENT TRACABILITY MATRIX
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Sottware Requirements Analvsis Pre-Test Question = Post-Test Question =
(Benchmark) (Objective)

II. Reguirements Ehicitation

B Ehcitanon Technigues

1. Intenviews Comprehension 2 Application 12
2. Facilizated Meetings Comprehension 1 Application 23

[l Requirements Analvsis

A. Reguirements classification

1. Funcuonal & Knowledge 0.” Comprehension 13
Nontunctional

4. Prionny Knowledge K Comprehension 13
S Scope Know [edge 4 Comprehension 14
6. Volauhn Knowledge s Comprehension lo

V' Requirements Vahdation

A The conductof

requIrements reviews

1. Group compaosition 1s Comprehension N Application 20

appropriate tmay include

customer}

2. Use of gurding documents  Comprehension 9 Analysis 21
Iike checklists to guide

review and to doc findings

3 Review process is at Application 10 Analvsis 22

specttied checkpouwnts and

redone as appropriate

V1. Requirements Management

A. Change management
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1. Understanding the role of  Comprehenston 11 Application -
Change Management

throughout hfecycie

2. Have procedure in place Comprehension 24 Application 26
3. Analyze proposed Comprehension 24 Application 25
changes

All question numbers are based on the order used for the pre-test.

Other levels of understanding were assessed as well. in order to ascertain the extent of
understanding of a topic. For example. requirements classification was tested at the
Application level (question = 17, 18, and 19). Also. while students do conduct interviews
to a limited extent. the pretest benchmark was set to Comprehension in order to address
the concept of Interviews in @ more general sense. The pretest benchmark was also set to
the Knowledge level for the Functional Nontunctional and Volatility classifications (in
are [11.A) to measure the extent of understanding of these requirement types. The
Knowledge level was selected as the benchmark for Functional Nonfunctional
classification due to historical patterns of misunderstanding in past exams. Since
Volatility 1s barely addressed in the course. the Knowledge level was selected.

Furthermore. a question was not developed to test topic VA1 at the Application level.
due to the incompatibility of the topic with multiple-choice assessment. Nonetheless. the
pretest benchmark was assessed in order to measure the level of understanding of the role
of change management throughout the lifecycle.
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